Course number U-ENG29 22050 LJ10 U-ENG29 22050 L J55

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Applied Mathematics Al and department | Associate Professor,SHIBAYAMA MITSURU
English of affiliation
glish)
Number of
Target year  Pndyear studentsor abovd o it 2 Year/semesters | 2024/Second semester
Days L ecture
and Thu.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

Complex analysis, traditionally known as the theory of functions of acomplex variable, is the branch of
mathematical analysisthat investigates functions of complex numbers. Students will study the foundation and
apply it to compute some integral.

[Course objectives]

To understand properties of complex functions with a skill for evaluation of integrals appearing in applied
mathematics and physics.

[Course schedule and contents]

1. Complex function

2. Holomorphic functions

3. Elementary functions

4. Integrals in the complex plane

5. Cauchy'sintegral theorem

6. Power series

7. Taylor series

8. Isolated singularities

9. Laurent series

10. Multivalued functions

11. Analytic continuation

12. Residue

13. Integrals including trigonometric functions
14. Application to improper integral

15. Point at infinity and Riemann sphere

[Course requirements]

Calculus, Linear algebra

Continue to 21 11




[Evaluation methods and policy]

Evaluation depends mainly on marks of examination, but marks of exercises are taken into account when
needed.

[Textbooks]
Not used

[References, etc.]

Reference books
LarsV. Ahlfors Complex Analysis McGraw-Hill Education 1SBN:978-0070006577

Related URLs

(KULASIS)

[Study outside of class (preparation and review)]

Students need to solve exercises.

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 32060 LJ54 U-ENG29 32060 LJ10 U-ENG29 32060 L J55

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Applied Mathematics A2 and department | Associate Professor,SHIBAYAMA MITSURU
English of affiliation
glish)
Number of ,
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/First semester
Days L ecture
and Mon.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

2 )
2 )
1)
1)
1)
2 )
1)
1)
1)
1)
1)
[Course requirements]
A B A B (.

[Evaluation methods and policy]
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[Textbooks]

Not used

[References, etc.]

Reference books
1995 ISBN:978-4785310912
2008 |SBN:978-4434116261
1988 |SBN:978-4130621038
J.W. ( ) 2012 |SBN:978-4621062722

Related URLs

—)

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 32070 LJS5 U-ENG29 32070 LJ10

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Appleid Mathematics A3 and department | Professor,Y AGASAKI KAZUY UKI
English of affiliation
glish)
T Number of ,
arget year  Brdyear studentsor abovg -0 jits 2 Year/semesters | 2024/First semester
Days L ecture
and Wed.1 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

Fourier analysis originated in Fourier's work on thermal conduction and now becomes very important not
only in mathematics but also in engineering, including applications in measurement technology. This course
provides its theories and applications along with the Laplace transforms closely related to it.

[Course objectives]

To understand the fundamental theories of Fourier analysis and L aplace transforms and develop an ability to
apply them to concrete problems.

[Course schedule and contents]

Fourier series expansions, 3-4 times:

The definition of Fourier series expansions for periodic functions are given and their fundamental results such
as computation of Fourier coefficients and convergence of Fourier series are discussed.

Properties and applications of Fourier series, 3-4 times:

Severa properties of Fourier series and their applications to differential and difference equations and signal
processing are discussed.

One-dimensional Fourier transform, 4-5 times:

The definition of one-dimensional Fourier transformsis given, and their fundamental properties such asthe
inversion formula and applications to partial differential equations are discussed.

L aplace transforms, 2-3times:

Fundamental properties of Laplace transforms and their applications are discussed.

Summary and learning achievement evaluation, 1 time:

A summary and supplements of this course are given and the learning achievement of studentsis evaluated.

[Course requirements]

Calculus, Linear Algebra and Differential Equations

[Evaluation methods and policy]

Evaluation depends mainly on marks of mid-term examinations (20%) and final one (80%).

Continue to 21 11




[Textbooks]
S. Nakamura Fourier Analysis Asakura shoten, 2003 |SBN:9784254115741

[References, etc.]

Reference books
H.Fukawa Mathematics of control and vibration Korona-sha

[Study outside of class (preparation and review)]

Prepare and review the lectures and solving the problems given on KULASIS or PANDA to understand the
contents of the textbook and lectures.

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number

U-ENG20 42105 LJ77

Course title
(and course

English)

title in Engineering Ethics

Instructor's
name, job title,
and department
of affiliation

Graduate School of Management
Professor,ICHIKAWA YUTAKA
Graduate School of Informatics
Professor,NII TSU KIICHI

Graduate School of Engineering
Professor,Shu Seki

Graduate School of Engineering
Senior Lecturer,HIGASHIGUCHI KENJI
Graduate School of Letters
Professor,|ISEDA TETSUJI

Center for the Promotion of Intercisciplinary Education and Researchy
Program-Specific Assistant Professor, SHIMIZU YUYA
Graduate School of Engineering
Professor,SUGIYASU KAZUNORI
Graduate School of Engineering
Professor,IMAHORI HIROSHI
Graduate School of Informatics
Professor, UMENO KEN

Office of Society-Academia Collaboration for Innovation|
NAKAGAWA MASAYUKI
Graduate School of Engineering
Professor, OOSAKI MAKOTO
Graduate School of Engineering
Professor, TAKAGI IKUJI
Graduate School of Engineering
Professor,NISHIWAKI SHINJI
Graduate School of Engineering
Professor,ITOH SADAHIKO
Graduate School of Engineering
Professor, OOWADA TAKU
Graduate School of Engineering
Professor,SUSAKI JUNICHI
Graduate School of Engineering
Senior L ecturer,Kanako Shojiki

Target year

Ath year students or above

credits

Number of

2 Year/semesters | >024/First semester

Days
and
periods

Thu.3

Class style

L ecture
(Face-to-face course)

Language of nstruction|  Jaypanese

[Overview and purpose of the course]

Modern ethics based on engineering aspect are becoming essential to present engineers and scientists.
Instructors from various faculties give lectures about ethicsin their research fields.




[Course objectives]

The goal of this classisto understand engineering ethics, and to develop the ability to judge by yourself when
you encounter ethical issues.

[Course schedule and contents]

Lectures on ethicsin various fields of engineering will be given by faculty members of the Graduate School
of Engineering or other graduate schools. (Details will be provided after they are determined.)
This course is amedia course in which all lectures will be given online via Zoom.

[Course requirements]
None

[Evaluation methods and policy]
Class participation and reports.

[Textbooks]
Lecture materials will be distributed.

[References, etc.]

Reference books
Omnibus Engineering Ethics Kyoritsu Shuppan Co., Ltd. 1SBN:978-4320071964
Practical Engineering Ethics- A Short Course, New Edition Kagaku-Dojin Publishing Company,INC
ISBN:9784759811551
Engineering Ethics (Revised Edition) CORONA PUBLISHING CO.,LTD. [SBN:978-4-339-07798-
8
World of Engineering Ethics (3rd Edition) Morikita Publishing Co., Ltd. 1SBN:978-4-627-97303-9

[Study outside of class (preparation and review)]
The assignment of the report will be given for each lesson.

Other information (office hours, etc.)
The class order is subject to change.

*Please visit KULASIS to find out about office hours.

[Courses delivered by instructors with practical work experience]
(1) Category
A course with practical content delivered by instructors with practical work experience

(2) Details of instructors  practical work experience related to the course




(3) Details of practical classes delivered based on instructors’  practical work experience




Course number U-ENG20 12108 LJ77

Graduate School of Engineering
Professor,Shu Seki

Graduate School of Informatics
Professor, KASHIMA HISASHI
Graduate School of Engineering
Professor, KANKI KI'YOKO
Graduate School of Engineering

Course title Instructor's Professor, TAKAHASHI YOSHIKAZU

(and course name, job title, | Office of Society-Academia Collaboration for Innovationl
title in Introduction to Engineering and department | Program-Specific Professor,KITANI TETSUO

English) of affiliation Graduate School of Engineering

Professor,SUZUKI MOTOFUMI
Graduate School of Energy Science
Professor, NAKAMURA YUUJ
Graduate School of Engineering
Senior Lecturer,ISHITSUKA KAZUYA
Graduate School of Engineering
Senior L ecturer, KOWHAKUL, Wasan

Target year  [lst year students or abovg cl\rl ggiltbser o 1 Year/semesters [2024/Intensive, First semester
DELS . L ecture o
and Intensive  [Class style | (Face-to-face course) Language of nstuction| Japanese
periods

[Overview and purpose of the course]

Engineering isto inquire after truth, to develop useful technologies, and to establish ways how to give back
devel opment results of technology to the society.

First, we offer special lectures regarding the basic knowledge that students in faculty of engineering are
expected to have.

Then, we offer a series of intensive lectures about how engineering can suggest solutions of current and
future problems of our society, the value of technology, and the responsibilities that researchers and engineers
are expected to fulfill.

[Course objectives]

Students learn basic matters such as attitudes and responsibilities they are expected to take as a member of
social community. They find value in studying engineering and become to consider what they do in future by
understanding technology can suggest solutions of problems our society is facing, especially problems about
safety and security.

[Course schedule and contents]

Special lectures,1time, About basic knowledge and attitude as students who start to learn engineering, and the
role of engineering in society.

Intensive lectures,6times, A series of lectures offered by special lecturers playing on global stages of science
and technology. Lectures are for understanding the role that technology is playing in modern society, for
reconfirming importance to study engineering and to work as aresearcher and engineer in society, and are to
be opportunities to consider own future path. Essays are assigned in every lecture to summarize the lecture
content and opinions of other students.

Schedule of the lectures are announced |ater.




[Course requirements]

None

[Evaluation methods and policy]

Evaluation will be based on participation and essays assigned in every intensive lecture.

[Textbooks]

Specify if necessary.

[References, etc.]

Reference books
Specify if necessary.

[Study outside of class (preparation and review)]

Specify if necessary.

Other information (office hours, etc.)

Information about lecturers and contents of |lectures are announced on electric bulletin boards.
Please confirm to your department office that the credit of this course is admitted to graduation requirements.

*Please visit KULASIS to find out about office hours.




Course number U-ENG20 32402 SE77

Course title Instructor's Graduate School of Eng| neeri ng
(and course name, job title, | Senjor Lecturer, KOWHAKUL, Wasana]
title in Faculty of Engineering International Internship 1jand department | Graduate School of Engineering
English) of affiliation Professor, HONDA MITSURU
T Number of .
arget year  Brdyear studentsor abovg -0 jits 1 Year/semesters [2024/Intensive, year-round
Days . Seminar o :
%nedr o ds Intensive  [Class style | (Face-to-face course) Language of instrucion| Japanese and English

[Overview and purpose of the course]

Acquisition of international skillswith the training of foreign language through the internship programs
hosted by the University, the Faculty of Engineering, or the undergraduate school the applicant belongs to.

[Course objectives]

The acquisition of international skills with the training of foreign language through the to internship programs
hosted by the University isthe major expectation to the students.

[Course schedule and contents]

Overseas I nternship,1time, The contents to be acquired should be described in the brochure of each internship
program.
Final Presentation,1time,A presentation by the student is required followed by discussion among participants.

[Course requirements]

Described in the application booklet for each internship program. The registrant is requested to have enough
language skills for the participation.

[Evaluation methods and policy]

Marit rating is done based on the presentation or reports after each internship program. Each  epartment
responsible to identify if the credit earned by this subject to be included as mandatory ones or not. If the
credit is not included in the undergraduate school in which the participant belongs to, the credit is granted by
the Global Leadership Education Center as a optional credit. The number of credits, either 1 or 2, will be
determined depending on the contents and the duration of the program that the participant has participated in.

[Textbooks]

Continue to @211




(2)

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

Itisrequired for studentsto check if the internship program to participate in could be evaluated as part of
mandatory credits or not and could earn how many credits before the participation to the undergraduate
school or educational program the student in enrolled. If the credit could not be treated as mandatory ones,

get in touch with the Global Leadership Engineering Education Center.

*Please visit KULASIS to find out about office hours.

[Courses delivered by instructors with practical work experience]

(1) Category
A course that includes off-campus training classes.

(2) Details of instructors  practical work experience related to the course

(3) Details of practical classes delivered based on instructors’  practical work experience




Course number U-ENG20 22403 SJ77

Course title Instructor's
(and course I ) [name, job title, | Graduate School of Engineering
title in Global L eadership Seminar | (Study for methodology in acompany) jand department | Senjor Lecturer,hirai yoshikazu
English) of affiliation
Number of .

Target year  [ndyear studentsor abovg i 1 Year/semesters [Po24/Intensive, year-round

Days . Seminar _

%nedr o ds Intensive  [Class style | (Face-to-face course) Language ofinsrucion Japanese

[Overview and purpose of the course]

The purpose of this course is to study about how worldwide leading company, institute, etc. make proposals
and find solutions for expanding their own technol ogies to the international market. Throughout hands-on
training on their laboratory, students investigate the methodology of team organization, proposal, market
prediction and conception ability by group works. After the investigation, students are expected to improve
their comprehension and explanation capability. As extended exersice subject of this course, the Global
Leadership Seminar 11 is opened in the second semester.

[Course objectives]

The goal of this course is to improve student's comprehension and explanation capability for processes of
proposa and expansion on the international market invesitigating worldwide leading companies by group
work.

[Course schedule and contents]

Week 1, Guidance

Week 2-13, Hands-on training
Week 14, Pre-presentation
Week 15, Final presentation

[Course requirements]

How to register will be announced later. Students who want to join this course is requested to attend the first
class.

[Evaluation methods and policy]

Students are prohibited to skip hands-on training. Evaluation will be based on presentation.

[Textbooks]

Not used

[References, etc.]

Reference books

Continug to I J@) 1




Related URLSs

http://www.glc.t.kyoto-u.ac.jp/ugrad

[Study outside of class (preparation and review)]

Investigating companies in advance. Analyzing the result from hands-on training. Preparing presentation.

Other information (office hours, etc.)

How to register will be announced later. Students who want to join this course is requested to attend the first
class. Students are prohibited to skip hands-on training. Evaluation will be based on presentation.

*Please visit KULASIS to find out about office hours.

[Courses delivered by instructors with practical work experience]

(1) Category
An omnibus course delivered by invited lecturers and guest speakers from different companies, etc.

(2) Details of instructors  practical work experience related to the course

(3) Details of practical classes delivered based on instructors’  practical work experience




Course number U-ENG20 32502 SE77

Course title Instructor's Graduate School of Eng| neeri ng
(and course name, job title, | Senjor Lecturer, KOWHAKUL, Wasana]
title in Faculty of Engineering International Internship 2|and department | Graduate School of Engineering
English) of affiliation Professor, HONDA MITSURU
Number of .
Target year  Rrdyear studentsor abovd o it 2 Year/semesters [2024/Intensive, year-round
Days . Seminar o :
%nedr o ds Intensive  [Class style | (Face-to-face course) Language of instrucion| Japanese and English

[Overview and purpose of the course]

Acqusition of international skillswith wth the training of foreign language through the participation to the
international internship programs held by the Faculty of Engineering or its subsidiary bodies.

[Course objectives]

The acquisition of international and foreign language skills through the participation to international
programs is expected. Detailed objectives of the participation should be identified by each program.

[Course schedule and contents]

Overseas I nternship,1time, The contents to be acquired should be described in the brochure of each internship
program.
Final Presentation,1time,A presentation by the student is required followed by discussion among participants.

[Course requirements]

Described in the application booklet for each internship program. The registrant is requested to have enough
language skills for the participation.

[Evaluation methods and policy]

Marit rating is done based on the presentation or reports after each internship program. Each  epartment
responsible to identify if the credit earned by this subject to be included as mandatory ones or not. If the
credit is not included in the undergraduate school in which the participant belongs to, the credit is granted by
the Global Leadership Education Center as a optional credit. The number of credits, either 1 or 2, will be
determined depending on the contents and the duration of the program that the participant has participated in.

[Textbooks]

Continue to @211




(2)

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

Itisrequired for studentsto check if the internship program to participate in could be evaluated as part of
mandatory credits or not and could earn how many credits before the participation to the undergraduate
school or educational program the student in enrolled. If the credit could not be treated as mandatory ones,

get in touch with the Global Leadership Engineering Education Center.

*Please visit KULASIS to find out about office hours.

[Courses delivered by instructors with practical work experience]

(1) Category
A course that includes off-campus training classes.

(2) Details of instructors  practical work experience related to the course

(3) Details of practical classes delivered based on instructors’  practical work experience




Course number U-ENG20 22503 SJ77

Course title Instructor's Graduate School of Engineering
(and course Il ) [name, job title, Professor, HONDA MITSURU
title in Global L eadership Seminar 1 (Innovation and its commercialization) | and department | Graduate School of Engineering
English) of affiliation Senior Lecturer,hirai yoshikazu
Target year  [ndyear students or above Cl\rlgé?tbser e 1 Year/semesters 2024/ \ntensive, Second
Days . Seminar _
Et)nedr o ds Intensive  [Class style | (Face-to-face course) Language ofinsrucion Japanese

[Overview and purpose of the course]

The capabilities that society expects from Kyoto University students primarily include "deep knowledgein
their respective fields of speciaization” and the "ability to identify issues on their own and present a path to
resolution.” In this course, you will develop the latter capability, which is difficult to acquire through regular
lectures and university life, by creating new business plans through group work. While individual activities
are allowed, group activities are encouraged.

[Features of this Course]

1. Distinguished Instructors: Under the mentoring of renowned innovators active in the business world,
students will engage in setting challenges and planning solutions.

2. Activity Budget: A budget will be provided for market research, prototype production, and software
devel opment necessary for developing project proposals.

3. Presentation Opportunities: Outstanding proposals may be displayed at the Katsura Library, among other
opportunities for commercialization.

[Mentors]

- Mitsuaki Oshima, Special Appointment Professor (Honorary Technical Supervisor at Panasonic HD,
Director of ESL Research Institute): A leading Japanese innovator, known for inventions like image
stabilization for cameras and 5G communication technologies. Recipient of the Purple Ribbon Medal and the
Order of the Rising Sun, Gold Rays with Rosette.

https://hilldlife.jp/learning/2018/05/06/new-perspectives/

- Seiichi Nishimoto, Honorary Professor (Chairman of the Kyoto Advanced Technology Research Institute):
Supports the devel opment of science and technology in the Kyoto area and the growth of ventures and SMEs.
https.//www.astem.or.j p/about/researcher/nishimoto

- Kentaro Kaneko, Professor (Ritsumeikan University, Research Organization of

Science and Technology): Co-founder of FLOSFIA, continuously innovating new semiconductor materials.
https://kaneko-lab.ritsumei.ac.jp/

- Teppel Tsushima, Chief Section Manager, Sony Corporation, Mobile Communications Business Division,
wena Business Room: Founder of Sony's smartwatch business, wena.

https://www.sony.com/ja/Sony | nf o/ Jobs/recruit/busi ness/sap/tsushima.html

- Hideki Aoyama, Principal Engineer, Panasonic HD: Developer of the visible light communication
technology LinkRay(TM) and vice-chairman for the international standardization of the IEEE802.15.7
communication standard.

https://hidekia.github.io/

- Tsutomu Mukai, Senior Manager, Panasonic HD: Promotes open innovation with venture companiesin
Israel.

Continug o I JQr




Professor Mitsuaki Oshimais one of Japan's "Top 10 Representative Inventors,” known for inventing and
developing fundamental patents in technol ogies such as cameraimage stabilization in iPhones and high-speed
and ultra-low latency communication for 5G mobile phones. Additionally, he invented multi-disciplinary
technol ogies like anti-piracy measures for Nintendo Wii software, digital TV broadcasting standards in Japan,
the US, and Europe, and 10T home appliances. He is famous as a serial innovator. Professor Oshima will
introduce how groundbreaking inventions that change society originate.

More information can be found on the following page:
http://www.erc.t.kyoto-u.ac.jp/news/gl_seminar2_ 2023

[Notes]

This seminar isintended for studentsin their second year of the Engineering Department or higher. The
seminar isworth one credit, but whether it is recognized as arequired credit for graduation depends on the
undergraduate school. Please confirm with your undergraduate school office. Also, acamp is planned for
November 30th and December 1st, so it is necessary to be enrolled in the Personal Accident Insurance for
Students Pursuing Education and Research(* Gakkensal” ). Participation in the camp is recommended.

[Course objectives]

Through group work, you can acquire the ability to plan and propose solutions, starting from identifying and
setting challenges to envisioning the creation of social value.

[Course schedule and contents]

The course will be conducted in person.

- [Orientation] (1 session): The overview and schedule of the course will be explained.

- [Lectures] (3 sessions): Special lectures by experts will be conducted.

- [Team Building (1 session): An exercise in team building, essential for group work, will be carried out.

- [Group Work] (8 sessions): Students will engage in setting challenges, problem identification, data
collection, and group work. Through intensive group work discussions, they will plan and propose solutions
to the identified issues, create a draft report, and conduct 2-3 presentations. Holding mini-lectures by special
instructors will also be planned.

- [Camp] (1 session): An intensive session dedicated to project work in an environment exclusive to
participants and mentors through overnight training camp.

- [Preliminary Review Session] (1 session): A class to practice presentations in preparation for the final
presentation event.

- [Final Presentation Event] (1 session): The final presentations will take place, followed by submission of
presentation materials.

[Course requirements]

The enrollment limit for this course might be set at approximately 20 students.

[Evaluation methods and policy]

[Evaluation Method]
Grades will be based on regular participation (20%) and the presentation and submission of presentation

Continug o I I




materials at the final presentation event held during the last lecture session (80%). Regular participation
evaluation will focus on the student's active participation in the lectures.

[Evaluation Poalicy]

We will comprehensively evaluate the ability to identify and set challenges through group discussions, as
well as the ability to propose solutions towards achieving goals. Students are required to develop individual
or group business plans through the challenges and group work, and to present them at the final presentation
event.

Attendance in lectures per seis not a criterion for grade evaluation; however, as the course involves group
work, regular attendance is strongly recommended.

[Textbooks]

We will let you know if necessary.

[References, etc.]

Reference books
We will let you know if necessary.

[Study outside of class (preparation and review)]

Please prepare and develop your own ideas in advance that you would like to work on throughout the course.

Other information (office hours, etc.)

[Schedule for the 2024 Academic Y ear]

The classes will be conducted in person on Fridays during the 5th period in Lecture Room W3, Research
Building 9.

*Note: The 3rd lecture will be held in Lecture Room N5, Research Building 9 (subject to change in lecture
room).

- Orientation: October 4

- Fundamental s of Group Work: October 18

- Special Lectures, In-Person Group Work: October 11, 25; November 1, 8, 15, 29; December 6, 13, 20, 27,
January 10

- Camp: November 30 (Sat) 13:00 - December 1 (Sun) 13:00 @ AWL Kehoku (tentative)

- Preliminary Review Session: January 17

- Final Presentation: January 18 (Sat)

* Please note that whether the credits earned are recognized as necessary for graduation depends on your
undergraduate school. Refer to your undergraduate school course guide for more information.
*Registration for the course is not through KULASIS but viathe following page. It is scheduled to open
around September 2024:

https.//lwww.t.kyoto-u.ac.jp/ferc/2024Fall_GL_seminar2

For details on office hours, please check KULASIS.

*Please visit KULASIS to find out about office hours.

Continueto I Jlit




[Courses delivered by instructors with practical work experience]

(1) Category

(2) Details of instructors  practical work experience related to the course

(3) Details of practical classes delivered based on instructors  practical work experience




Course number U-ENG25 35018 LJ77 U-ENG25 35018 LJ75 U-ENG25 35018 LJ71

Course title Instructor's

(and course name, job title,

title in Quantum Physics 1 and department | Part-time Lecturer,|toh Akio

English) of affiliation

Number of ,

Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/First semester
Days L ecture
and Fri.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

Quantum theory is one of the most successful theories in the modern physics. It explains well alot of peculiar
phenomena which can not be understood within the classical theory. The main purpose of this courseisto
understand the fundamental mathematical structure of the quantum theory.

We may use online materials. Check PandA in advance.

[Course objectives]

An important purpose of this courseis to understand the fundamental mathematical structure of the quantum
theory. In addition one is hoped to become capabl e to cal culate some basic properties of a quantum
mechanical particle on one-dimensional space.

[Course schedule and contents]

1. Introduction. Wave mechanics and matrix mechanics.

2. Mathematical structure of quantum theory (1) State and observable.

3. Mathematical structure of quantum theory (2) Hilbert space and state vectors.

4. Mathematical structure of quantum theory (3) operators and observables

5. Mathematical structure of quantum theory (4) Schroedinger equation and time evolution
6. One particle on one-dimensional space (1) classical theory and its quantization

7. One particle on one-dimensional space (2) CCR and Robertson's uncertainty relation
8. Potential problem (1) General theory

9. Potential problem (2) General theory and its mathematical addendum

10. Square well potential

11. Box potental

12. Scattering theory

13. Harmonic oscillator (1)

14. Harmonic oscillator (2)

15. Summary

[Course requirements]
Classical mechanics, Linear algebra

Continue to @21




[Evaluation methods and policy]

Evaluation method

Evaluation will be based on reports.

Evaluation policy

The result of reports should be 60 and above out of 100.
60 and above: Passed
59 and below: Failed

[Textbooks]

Not used

[References, etc.]

Reference books
Modern Quantum Mechanics (J.J.Sakurai) isbn{ }{ 9780805382914} isbn{ }{ 9781292024103}
L ectures on Quantum Theory (C.J. Isham) isbn{ }{ 1860940013}

[Study outside of class (preparation and review)]

Clarify what you have learnt and what you do not understand. Solve a problem set which will be distributed.

Other information (office hours, etc.)

Send an email.

*Please visit KULASIS to find out about office hours.

[Courses delivered by instructors with practical work experience]

(1) Category
A course with practical content delivered by instructors with practical work experience

(2) Details of instructors  practical work experience related to the course

(3) Details of practical classes delivered based on instructors’  practical work experience




Course number U-ENG2545019 LJ75 U-ENG2545019LJ71 U-ENG25 45019 LJ77

Course title Instructor's
(and course name, job title,
title in Quantum Physics 2 and department | Pgrt-time Lecturer,Itoh Akio
English) of affiliation
Number of
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/Second semester
Days L ecture
and Tuel Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

Quantum theory is an astonishing theory. It describes perfectly alot of phenomenainspite of its peculiar
mathematical formulation.

An important purpose of this course is to understand the formulation and to become capable to manipulate it.
We may use online materials. Check PandA in advance.

[Course objectives]

To understand the fundamental structure of quantum theory.
To be able to calculate some properties of quantum mechanical particle in three dimensional space.

[Course schedule and contents]

1. Fundamental framework

2. Angular momentum (1)

3. Angular momentum (2) generator of space rotation
4. Eigenvalue of Angular momentum operator. SU(2) and SO(3)
5. Spin

6. Central potential

7. Hydrogen atom

8. perturbation theory (1)

9. perturbation theory (2)

10. Heisenberg equation

11. Interaction picture

12. Bell'sinequality

13. Mixed state

14. Many particle and Quantum field

15. Applications to quantum information

[Course requirements]

Quantum Physics 1

[Evaluation methods and policy]

Evaluation method
Evaluation will be based on reports.
Evaluation policy
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The result of reports should be 60 and above out of 100.
60 and above: Passed
59 and below: Failed

[Textbooks]

Not used

[References, etc.]

Reference books
Modern Quantum Mechanics (J.J.Sakurai) isbn{ }{ 9780805382914} isbn{}{9781292024103}
L ectures on Quantum Theory (C.J. Isham) isbn{ } { 1860940013}

[Study outside of class (preparation and review)]

Solve a distributed problem set.

Other information (office hours, etc.)

Send an email.

*Please visit KULASIS to find out about office hours.

[Courses delivered by instructors with practical work experience]

(1) Category
A course with practical content delivered by instructors with practical work experience

(2) Details of instructors  practical work experience related to the course

(3) Details of practical classes delivered based on instructors’  practical work experience




Course number U-ENG25 25300 LJ77 U-ENG25 25300 LJ71

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Introduction to Electronics and department | Associate Professor, AWANO HIROMITSU
English of affiliation
glish)
Number of ,
Target year  Pndyear studentsor abovd o it 2 Year/semesters | 2024/First semester
Days L ecture
and Mon.4 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

In this course, students will learn about the basic characteristics of electronic circuits, digital circuits that are
indispensable in today's information society, and computer architecture as hardware for running programs.

[Course objectives]

In this course, students will learn the minimum level of electronic circuits required for research in the
Department of Physics and the Department of Computer Science, and as researchers and engineers.

[Course schedule and contents]

The order and number of lectures for each topic are not fixed, and are subject to change by the lecturer
depending on the lecture policy of the instructor and the background and understanding of the students.

* Fundamentals of Electronic Circuits (3 clases) Learn DC, AC, and transient analysis.

* Amplification Circuits (1 class) Learn about amplification circuits using operational amplifiers.

* Fundamentals of digital logic circuits (1 class) Learn fundamentals of logic circuits including Boolean
algebra, Karnaugh diagrams, etc.

* Seguential circuits (1 class) Learn how to construct circuits with internal states.

* Circuit Delay (1 class) Learn about what determines the operating speed of acircuit.

* Digital representation of numbers (1 class) Learn how to represent numbers including floating point format,
which is often used in scientific and technological calculations.

* Arithmetic logic circuits (1 class) Learn about the structure of arithmetic circuits for digitally represented
numbers.

* Overview of computer architecture (1 class) Learn about the configuration of computers, the hardware that
executes programs.

* Machine language (1 class) Learn about the relationship between high-level languages such as C and
instructions that can be interpreted by hardware.

* Composition of computer architecture (2 classes) Learn about the composition and operation of computers,
using a processor that can execute simple instructions as an example.

* Integrated circuit manufacturing process (1 class)

* Feedback (1 class)

Tranglated with www.DeepL..com/Tranglator (free version)
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[Course requirements]

Students who do not specialize in electrical and electronic engineering can take this course if they have some
prior knowledge of high school physics.

[Evaluation methods and policy]

Multiple report assignments will be given during the course to evaluate the achievement of the objectives.

[Textbooks]

Not used

[References, etc.]

Reference books
Introduced during class

[Study outside of class (preparation and review)]

Students are required to review mathematical expressions using complex numbers in advance.

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG26 26010 LJ72

Course title Instructor's
(and course name, job title, | Graduate School of Engineering
title in Electronic Circuits and department | Assnciate Professor, SUGIYAMA KAZUHIKOJ
English of affiliation
glish)
Number of ,
Target year  Pndyear studentsor abovd o it 2 Year/semesters | 2024/First semester
Days L ecture
and Fri.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

Following the lecture of fundamentals of active device circuitsin the course "Electric and Electronic
Circuits', modeling of active devises, fundamentals of transistor circuits, various amplifier circuits, negative
feedback in circuits, operational amplifiers, and oscillators are lectured. Nonlinear circuits, power supplies,
and noise would be included in the course, when the lecture time remains.

[Course objectives]

The goal of this courseisto acquire the fundamentals of electronic circuits. Starting with understanding of a
fundamental concept of electronic circuitsi.e., modeling of active devices, the lecture based on the
fundamental concept proceeds step by step to understand electric circuits. In this style, the lecturer wantsto
give the students an ability to understand the principles of more complicated circuits by application of deep
understanding the fundamentals. The main targets to be understood are the circuits with bipolar transistors
and operational amplifiers, aswell as the fundamental concepts.

[Course schedule and contents]

Modeling of active devices (3 times):

The essentia concepts in the electronic circuit are lectured in order to treat active devicesin the electric
circuit theory. The concepts are the controlled source and the linearization. The decoupling between the bias
and the signal, another important concept, is lectured.

Fundamentals of transistor circuits (3 times)

The characteristics of the basic bipolar-transistor circuits of three different common references are lectured
based on the operation principle of the bipolar transistor. The biasing circuits are lectured with somewhat
practical circuits.

Various amplifier circuits (3 times)
Several power amplifier circuits are lectured as we focus on their power efficiencies. DC amplifier circuits
are lectured as we bear in mind that they are applied in operational amplifiers.

Operational amplifiers (2 times):

The concept and advantages of the negative feedback circuit are lectured, and an important concept in the
operational amplifier, the virtual short, is explained. The linear operational circuits such asintegrator and
differential circuits, and nonlinear operational circuits such as logarithmic and exponential amplifiers are
introduced.




Oscillators (2 times):
The principle of the oscillator circuit islectured as a concept of the positive feedback. Various oscillator
circuits are introduced with their characteristics.

Others (1 time):
If we have a more lecture time, nonlinear circuits of multiplier and modulation/demodulation circuits, power
supplies for electronic circuits, and the noise in electronic circuits will be lectured.

Feedback (1 time):
We make an examination in order to investigate the achievement in the lecture. We will offer an additional
chance for discussion to the students who do not achieve satisfactorily.

[Course requirements]

"Electric and Electronic Circuit (60030)" and "Fundamentals of Circuit Theory (60630)". (The lecturer
recommends moderate understanding of fundamentals of electric circuit as the minimum prerequisites to
achieve this course.)

[Evaluation methods and policy]

Examination and reports. Details about evaluation of the reports are opened on the homepage of this lecture
located on PandA.

[Textbooks]

Masao Kitano  Fundamentals of Electronic Circuits Reimei Publishing, Kyoto ibid:BB04087527

[References, etc.]

Reference books
In addition to Japanese books, Tietze and Schenk: Electronic Circuits (Splinger) isbn{}{354050608X} isbn{}
{ 9783540004295} ;
Hayes and Horowitz: Student Manual for the Art of Electronics (Cambridge) isbn{}{0521377099}

Related URLSs

(Link to the homepage of this course is here; (https://panda.ecs.kyoto-u.ac.jp/portal/site/2024-110-6010-000)
or (https://panda.ecs.kyoto-u.ac.jp/portal/). Sorry for Japanese version only.)

[Study outside of class (preparation and review)]

In case you need.

Other information (office hours, etc.)

The topics will be selected owing to limit of lecture time.

The homepage of this course islocated on PandA (https://panda.ecs.kyoto-u.ac.jp/portal/).




Contact the instructor after the lecture, when the students have any questions. The students may send
questionsto the instructor viae-mail at any time.

The office hour is shown in KULASIS.

*Please visit KULASIS to find out about office hours.




Course number U-ENG26 36032 LJ72

Course title Instructor’s Graduate School of Informatics
(and course name, job title, | Professor, HARADA HIROSHI
title in Modulation Theory in Electrical Communication|and department | Graduate School of Informatics
English) of affiliation Associate Professor,MIZUTANI KEIICHI
Number of ,
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/First semester
Days L ecture
Et)nedr o ds Wed.1 Class style | (Face-to-face course) Language ofinsrucion Japanese

[Overview and purpose of the course]

This course discusses all types of modulation methods, that is, the theories of amplitude, frequency, phase,
pulse modul ations, as well as the principles of modulation/demodulation. Further focus is made on signal
processing basics, sampling theory, etc., including of related applications.

[Course objectives]

Students will gain an understanding of the fundamentals of communication theory, used in mobile telephones,
wireless local area networks (LAN), optical fiber communications, etc. Specifically, students will master
signal expression and signal processing (modulation/demodulation) within time axis and frequency axis of
communication signals, chiefly in the physical layers of communication signals.

[Course schedule and contents]

"Signal processing (4-5 classes)

Clarification is made of the concept of “ frequency,” and students learn of tools for handling frequency,
namely, Fourier series and Fourier transforms and their practical applications. Discussion is next made
especialy of the basics of random signals and theories regarding the standardization and quantization of
random signals.

Analog modulation and demodul ation methods (5-6 classes)

Discussion is made of the principles of amplitude modulation and angle modulation and their generation and
modul ation methods, with comparison of their respective characteristics, including occupied bandwidth and
signal-to-noise ratio, etc.

Digital modulation and demodulation methods (4-5 classes)

After description of various methods of pulse modulation, there is discussion of principles and methods of
digital modulation types, including modulation phase shift keying (PSK), etc., plus the basics of signal space.
Confirmation is made of the extent of student understanding, with supplementary discussion to further
improve levels of understanding.

Confirmation of extent of student learning (1 class)
Confirmation is made of the extent that students have learned the contents of this course. Additional
explanation is provided for those students whose understanding remains incomplete or imperfect.
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[Course requirements]

Students are required to have taken the course Industrial Mathematics (Fourier Analysis) and Electronic
Circuits.

[Evaluation methods and policy]
Evaluation is made of extent of student's understanding of course contents via written examination.

[Textbooks]

ISBN:9784274214738

[References, etc.]
Reference books

( ) isbn{ }{ 4274129322}

[Study outside of class (preparation and review)]

Students are required to have taken the course Industrial Mathematics (Fourier Analysis) and Electronic
Circuits.

Other information (office hours, etc.)

After classes, from 10:30-12:00

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29007 LJ1I0 U-ENG29 29007 LJ72

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Introduction to Systems Analysis and department | Professor, MORIMOTO JUN
English of affiliation
glish)
T Number of
arget year  Pndyear studentsor abovg -0 jits 2 Year/semesters | 2024/Second semester
Days L ecture
and Tue.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

We will start by showing some examples of dyanamical systemsin engineering. Then we mention modelling
and analysis techniques. We explain Electrical circuits and mechanical systems that use the linearizaton
technique in detail. Throughout the course, we aim to understand the importance of dynamical system
modeling and the implication of system control based on mathematical models.

[Course objectives]

We will learn examples of dynamical systems and the rudiments of dynamical systems and approximated
linearized systems. This course will be the basics of Linear Control Theory (90720) and Modern Control
Theory (90580).

[Course schedule and contents]

Introduction to system analysis,2times,Overview of the course.

Linear dynamical systems,3times,First and second order systems such as electric circuits consisting of a
capacitor and an inductor and mechanical systems consisting of a spring and a dumper.

State equation and linear approximation,1 times,Linearized systems at an operating point. Linear dynamical
systems and their responses.

L aplace transform and transfer function,2times,L aplace transform and linear differential equations. Transfer
functions of first and second order systems.

Examples of system modeling,2times,Examples of system modeling including mechanical systems,
biological systems, and social infrastructures.

Discrete-time systems, 1time,Discrete-time systems described by difference equations.

System identification,1time,System modeling using input-output data.

Exercises,3 times,Excercises.

[Course requirements]
Linear Algebra (A and B) and Calculus (A and B) are recommended.

[Evaluation methods and policy]
The grade is determined by the final examination.

[Textbooks]
Handouts are given.

Continue to 2) v




[References, etc.]

Reference books
Shimemura, What is automatic control?, Korona (in Japanese) isbn{ } { 9784339031409}

Related URLs
(http://www.bode.amp.i.kyoto-u.ac.jp/member/yoshito{ }\_ohta/system/index.html)

[Study outside of class (preparation and review)]
Read the handouts in advance. Solve problems in the houdouts and exercise problems.

Other information (office hours, etc.)
Contact the instructor using email. Address. yoshito{ }\_ohta@i.kyoto-u.ac.jp

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29017 LJ11

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Programming Languages and department | Professor,| GARASHI ATSUSHI
English of affiliation
glish)
Number of
Target year  Pndyear studentsor abovd o it Year/semesters | 2024/Second semester
Days L ecture
and Mon.2 Class style | (Face-to-face course) Language of insrucion Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,Atime,

,2times,
Atimes,
,2times,
,2times,
,3times,
,Atime,

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29022 SJ11

Graduate School of Informatics
Associate Professor,Drazen Brscic
Graduate School of Informatics
Assistant Professor,INOUE KOJI
Graduate School of Informatics

Course title Instructor's Assistant Professor,DING, Shiyao
(and course name, job title, | Graduate School of Informatics

title in Computer Science Laboratory and Exercise 2|and department | Assistant Professor,SEO Stela Hanbyeol
English) of affiliation Academic Center for Computing and Media Studies

Associate Professor, KONDO KAZUAKI
Graduate School of Informatics
Assistant Professor,YASUDO RYOTA
Graduate School of Informatics
Assistant Professor, WAGA MASAKI

Target year  [ndyear studentsor above Cl\rlgériltbser E8 2 Year/semesters | 2024/Second semester
Days Seminar
and Tue.3,4 Class style | (Faceto-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]
, 7times,

, 7times,

,1time,

[Course requirements]
None

[Evaluation methods and policy]
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[Textbooks]

[References, etc.]
Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)
*Please visit KULASIS to find out about office hours.

[Courses delivered by instructors with practical work experience]

(1) Category

(2) Details of instructors  practical work experience related to the course

(3) Details of practical classes delivered based on instructors’  practical work experience




Course number U-ENG29 39025 LJ10 U-ENG29 39025 LJ55

Course title Instructor's
(and course name, job title, | Grauate School of Advanced Integrated Sudiesin Human Sunvivability
title in Numerical Analysis and department | Program-Specific Professor,Y OSHIKAWA HITOSH|
English of affiliation
glish)
Number of
Target year  [nd year students or abovg srEdfie Year/semesters | 2024/Second semester
Days L ecture
and Wed.3 Class style | (Face-to-face course) Language of insrucion Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,Atime,
,6times,
,3times,
Atimes,
,Atime,

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39028 LJ55 U-ENG29 39028 LJ10

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Probability and Statistics and department | Professor,Shimodaira, Hidetoshi
English of affiliation
glish)
T Number of ,
arget year  Brdyear studentsor abovg -0 jits 2 Year/semesters | 2024/First semester
Days L ecture
and Wed.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

This course involves the basics of probability and statistics. The probability theory isillustrated through
random number generation. Theory and applications of statistical inference, such as Bayesian inference and
maximum likelihood method, are then discussed.

[Course objectives]

To understand the basics of probability and statistics from the viewpoints of mathematics, algorithm, and
applications.

[Course schedule and contents]

Monte Carlo methods,6times,Random number generation from probability distribution: inverse transform
sampling, rejection sampling, Markov chain Monte Carlo (Metropolis-Hastings sampler  Gibbs sampler).
Simulation of the model of ferromagnetism. The basics of probability (probability distribution, density
function, the law of large numbers, the central limit theorem).

Bayesian inference,4times,Statistical inference with Bayes method. Image restoration via Bayesian inference
with Markov chain Monte Carlo. Classification via Bayesian discriminant analysis with an application to
spam mail filter. The error rate of Bayes classifier.

The methods of least squares and maximum likelihood,5times, Theory of statistical inference including the
following topics. Multiple regression analysis with least squares and weighted least squares. Logistic
regression analysis via maximum likelihood method. The asymptotic distribution of the maximum likelihood
estimator (MLE). Hypothesis testing and model selection. Additional topicsincluding multivariate analysis
(principal component analysis, canonical correlation analysis).

[Course requirements]

None

[Evaluation methods and policy]
Grading is based on papers and final exam.
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[Textbooks]

Handouts may be distributed in class.

[References, etc.]

Reference books
C. M. Bishop: Pattern Recognition and Machine Learning, Springer. isbn{}{9780387310732}
T. Hastie, R. Tibshirani, and J. Friedman: The Elements of Statistical Learning, Springer. isbn{}{
0387952845} isbn{}{9780387848570} isbn{}{9780387848587}

[Study outside of class (preparation and review)]

In addition to attending class, work at home including real data analysisis required.

Other information (office hours, etc.)

Details of office hourswill be notified at class.

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29030 LJ10

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Graph Theory and department | Associate Professor, KAWAHARA JUN
English of affiliation
glish)
Number of
Target year  Pndyear studentsor abovd o it 2 Year/semesters | 2024/Second semester
Days L ecture
and Thu.4 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

We learn basic theories of graphs and their applications, and fundamental algorithms for solving graph
problems.

[Course objectives]

The goal of this courseisto learn basic theories of graphs and their applications, and fundamental algorithms
for solving graph problems.

[Course schedule and contents]

1. Foundations of Graphs and (4 timeslots)
| explain definition of graphs and basic properties of graphs. | also briefly review the basics of algorithms
and their complexity.

2. Minimum spanning trees (1 timeslot)
Kruskal's agorithm, Prim's algorithm, Steiner tree problem.

3. Shortest path problems (1 timeslot)
Dijkstra's algorithm.

4. Eurer circuits and Hamiltonian cycles (2 timeslots)
Eurer circuits, Hamiltonian cycles, Dirac's theorem. Ore's theorem.

5. Graph coloring (2 timeslots)
Vertex coloring and edge coloring. Brooks's theorem, Vizing's theorem, Konig's theorem. Coloring maps.

6. Maximum flow problems (2 timeslots)
Ford-Fulkerson's algorithm.

7. Matching (2 timeslots)
Matchings, in particular, bipartite matchings. Hall's theorem, Hungarian method.

8. Exam (1 timeslot)
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[Course requirements]
Basics of algorithms, data structures, and set theory.

[Evaluation methods and policy]

Mainly evaluated by the final exam. In some cases, exercises or the number of attendance to the class may be
considered.

[Textbooks]

ISBN:978-4-627-
85281-5 Written in Japanese

[References, etc.]

Reference books
I may show some recommended books in class.

[Study outside of class (preparation and review)]

Reading the textbook is effective for study. Due to time constraints, | do not give complete description of the
proofsin class. | strongly recommend do it by yourself after the class.

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29030 LJ10

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Graph Theory and department | Associate Professor, HARAGUCHI KAZUYA
English of affiliation
glish)
Number of ,
Target year  Pndyear studentsor abovd o it 2 Year/semesters | 2024/First semester
Days L ecture
and Thu.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

After basic notations and properties on graphs and networks are given, algorithms to some representative
problems such as the shortest path problem, the minimum spanning tree problem and the maximum flow
problem are described. Applications of these results and extensions of them in discrete mathematics are also
presented.

[Course objectives]

Not only to learn the notions on graph structure as knowledge but to understand proofs to mathematical
properties on discrete structures and logical mechanisms in computational methods

[Course schedule and contents]

graphs and networks ,1time,Basic terminology on graphs and networks are defined, and some representative
problems such as the Eulerian trail problem, the Hamiltonian cycle problem and the graph isomorphism
problem are introduced.

connectivity,1time,Graph connectivity such as k-connectivity of undirected graphs and strong connectivity of
digraphs are defined and some properties for them are derived.

plane graphs and dual graphs,2times,Some combinatorial aspects of graphs such as Kratowski#039s theorem,
which characterizes the planar graphs, duality of plane graphs, the four-color theorem are described.
representation for graphs,1time,As representation for data to input graphs, matrix and adjacency lists are
introduced.

graph search,2times, The depth first search and the width first search are introduced, and as their applications,
an algorithm for computing cut-vertices and biconnected components is designed.

shortest path ,2times,Properties on shortest paths and Dijkstra#039s method, as a representative shortest path
algorithm, are described.

trees and cut-sets, 1time,Important properties on spanning trees and cut-sets, especially the roles of
fundamental cycles and fundamental cut-sets are described.

minimum spanning tree ,1-2times,K ruskal#039s method and Prim#039s method, as representative minimum
spanning tree algorithms, are described, and data structure for them and their computational complexities are
discussed.

maximum-flow ,2times, The maximum-flow and minimum-cut theorem in networks and an algorithm for
finding a maximum flow are described.
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[Course requirements]

None

[Evaluation methods and policy]

Evaluation is made based on marks on answers in exercises (30%) and score of end-term examination (70%)

[Textbooks]

[References, etc.]

Reference books
C ni yoru Algorithms to Data Structure, |baraki, Shokou-do isbn{}{4785631171} isbn{}{9784274216046}

Related URLSs

(Necessary materials are uploaded at http://www-or.amp.i.kyoto-u.ac.jp/members/nag/)

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

Some exercises are conducted in each class. The answers to questions in exercises and end-term examination
and the achievement attained by students to each question will be uploaded.

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39031 LJ10 U-ENG29 39031 LJ55

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Applied Algebra and department | Professor, TSUJIMOTO SATOSHI
English of affiliation
glish)
Number of
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/Second semester
Days L ecture
and Mon.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

An introduction with application to basic algebrain informatics.

[Course objectives]

To understand basic ideas and some applications of algebras (mainly group theory).

[Course schedule and contents]

Introduction to group theory,2-3times,Definition and examples of group: symmetric group, permutation
group, cyclic group, general linear group and so on.

Structure of groups,4-5times,Subgroup, coset, normal subgroup, quotient group, the isomorphism theorems.
Symmetric group and enumeration problem,3-4times,Action of the symmetric group on afinite set.
Enumeration problem.

Group representation,3-4times,Groups in terms of linear transformations of vector space.

Summary and assessment, 1time,Summary and supplement of this course. Measure the progress of studentsin
acquiring knowledge and skills.

[Course requirements]
Linear algebra

[Evaluation methods and policy]

Evaluation depends mainly on marks of examination, but marks of exercises are taken into account when
needed.

[Textbooks]
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(2)

[References, etc.]

Reference books
T. Hiramatsu: Joho no suri oyo daisugaku (Shokabo) isbr{ }{ 4785315040}

Related URLs

(http://www-is.amp.i.kyoto-u.ac.j p/lab/tujimoto/appal g/)

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39039 SJ11 U-ENG29 39039 SJ13  U-ENG29 39039 SJ12

Course title Instructor's
(and course name, job title,
title in Computer Science Laboratory and Exercise 4|and department
English) of affiliation

Graduate School of Informatics
Associate Professor,Drazen Brscic
Graduate School of Informatics
Assistant Professor,INOUE KOJI
Academic Center for Computing and Media Studies
Assistant Professor,SHIMONISHI KEI
Graduate School of Informatics
Assistant Professor,SEO Stela Hanbyeol
Academic Center for Computing and Media Studies
Assistant Professor,K otani Daisuke

Target year  [rdyear studentsor ahove Cl\rlgé?tbser o 3 Year/semesters | 2024/Second semester
Days Seminar
and Thu34Fri.1.234Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,15times,
,15times,
,15times,
,15times,
,15times,
,15times,

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

Continue to @1




[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.

[Courses delivered by instructors with practical work experience]

(1) Category

(2) Details of instructors  practical work experience related to the course

(3) Details of practical classes delivered based on instructors’  practical work experience




Course number U-ENG29 39055 LJ10 U-ENG29 39055 LJ11

Course title Instructor's

(and course name, job title, | Graduate School of Informatics

title in Theory of Algorithms and department | Professor, MINATO SHINICHI

English) of affiliation

T Number of

arget year  Brdyear studentsor abovg -0 jits Year/semesters | 2024/Second semester
Days L ecture
apneolr ds Thu.2 Class style (Face-to-face course) Language ofinstructiony Jeypanese

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]

Not used

[References, etc.]

Reference books
Introduced during class

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39058 LJ10 U-ENG29 39058 LJ72

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Modern Control Theory and department | Associate Professor, KASHIMA KENJ
English of affiliation
glish)
Number of ,
Target year  thyear studentsor abovd o jits 2 Year/semesters | 2024/First semester
Days L ecture
and Tue.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

This course provides the fundamentals in modern control theory - centered around the so-called state space
methods - as a continuation of classical control theory taught in Linear Control Theory. Emphasisis placed
on the treatment of such concepts as controllability and observability, pole alocation, the realization problem,
observers, and linear quadratic optimal regulators.

[Course objectives]

The objective isto study controllability and observability that are the basis of modern control theory, and also
understand design methods such as optimal regulators. It is hoped that the course provides a basis for amore
advanced topic such as robust control theory.

[Course schedule and contents]

Introduction to modern control,1time,We give real examples for which the modern control theory are applied.
We also give a state-space formulation for modeling dynamical systems.

Mathematics for modern control,1time,We discuss some fundamental properties of mathematics, in particular,
vectors and matrices.

Controllability and observability,2times,We introduce the fundamental notions of controllability and
observability for linear dynamical systems, and also discuss their basic properties and their criteria.

Canonical decomposition,2times,We give the canonical decomposition for linear systems.

Realization problem,2times,We introduce the realization problem that constructs state space representations
from transfer functions for single-input and single-output systems.

Stability,2times,We discuss the stability of dynamical systems described by state-space equations. We also
give mathematical tools for checking if a system is stable or not.

State feedback and dynamic compensators,2times,We introduce the construction of dynamic compensators
via state feedback, pole allocation and observers. The relationships with controllability and observablity are
also discussed.

Opimal regulators,2times,We give the basic construction of optimal regulators, in particular, the introduction
of the matrix Riccati equation, its solvability, relationship to stability and observability, and root loci.

Overal summary, 1time
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[Course requirements]

It is desirable that the student has studied classical control theory (linear control theory). Fundamental
knowledge on linear algebrais assumed, e.g., matrices, determinants, rank of a matrix, dimension of avector
space, isomorphism.

[Evaluation methods and policy]

The grading is based on the evaluation of reports and final examination.

[Textbooks]

None specified.

[References, etc.]

Reference books
Linear Algebra, K. Jaenich, trandation by M. Nagata, Gendai-suugakusha, isbn{ }{ 4768703194}
Mathematics for Systems and Control, Y. Yamamoto, Asakura, isbn{ }{ 4254209762}

[Study outside of class (preparation and review)]

Fundamental knowledge of linear algebra such as matrix manipulation is assumed.

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 49059 LJ10 U-ENG29 49059 L J55

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Theory of Information Systems and department | Professor, TANAKA TOSHIY UK
English of affiliation
glish)
Number of
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/Second semester
Days L ecture
and Thu.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

This course covers modeling and performance evaluation methods for optimal design of information/service
systems, focusing on queueing theory and Markov analysis.

[Course objectives]

This course aims to deepen the understanding of the fundamental results of both queuing theory and Markov
analysis for the modeling and performance evaluation methods of information/service systems.

[Course schedule and contents]

Outline of this course,1time, The contents of this course are outlined, together with introducing the
significance and history of performance evaluation of information/service systems by gqueuing theory and
Markov analysis.

Review of fundamental notions,2  3times, The fundamental notions, such as random variables, probability
distributions, Markov chains etc., are explained

Performance evaluation of semi-Markovian queues,5 6times, The following performance measures are
delivered: the stationary queue length distribution and waiting time distribution of semi-Markovian queues,
such as M/G/1 and GI/M/1 queues, in addition to the loss probability of their finite-capacity analogues.
Formulas for performance evaluation,5 6times, The following formulas for performance evaluation are
lectured: Erlang#039s loss formula, Little#039s law, Kingman#039s inequality, and approximate formulas for
multi-server queues.

[Course requirements]

Stochastic discrete event systems, and basics of queueing theory.

[Evaluation methods and policy]

Based on the score of the term examination

[Textbooks]

Handouts are provided.

[References, etc.]

Reference books
P. Bremaud, Markov Chains: Gibbs Fields, Monte Carlo Simulation, and Queues, Springer, 1999. isbn{}{
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9780387985091}

L. Kleinrock, Queueing Systems Vol.1, John Wiley and Sons, 1975. isbn{ }{ 9780471491101}

L. Kleinrock, Queueing Systems, Vol.2, John Wiley and Sons, 1976. isbn{}{ 9780471491118}

D. P. Heyman and M. J. Sobel, Stochastic Models in Operations Research, Vol. 1, Dover Publications, 2003.
isbn{}{ 0070286310} .

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29070 LJ10 U-ENG29 29070 LJ55 U-ENG29 29070 LJ11

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Logical Systems and department | Professor,MINATO SHINICHI
English) of affiliation
Number of ,

Target year  Pndyear studentsor abovd o it 2 Year/semesters | 2024/First semester

Days L ecture

and Wed.2 Class style | (Face-to-face course) Language of mstuction| Japanese

periods

[Overview and purpose of the course]

In this course, we learn about symbolic logic and Boolean algebra, the basis of computer science, and about
logic circuits, the basis of digital machine configurations. We first study symbolic logic, especialy
propositional logic. Next, we take up Boolean algebra, its various characteristics (properties); meanwhile,
students will gain logic function simplification methods. We further study the design and analysis of
combinational logic circuits, as well as sequential circuits and their models, sequential machines.

[Course objectives]

1. Students will understand and be able to explain propositiona logic.

2. Students will understand and be able to explain the fundamental concepts and various characteristics of
Boolean algebra and logic functions.

3. Students will understand and be able to use logic function simplification methods.

4. Students will understand and be able to explain the fundamental concepts and design methods of
combinational logic circuits and sequential circuits.

[Course schedule and contents]

Mathematical preparation (1 class)
A review of knowledge necessary for this course, including sets, relationships, etc.

Symbolic logic (1 class)
Students learn about propositional logic, together with an overview of symbolic logic.

Boolean algebra and logic functions (2 classes)
Students learn about Boolean algebra and logic expressions, as well as about logic functions and their
expressions, etc.

Simplification of logic functions (2 classes)
Students learn about the simplification of logic functions.

Various characteristics of logic functions (2 classes)
Students learn about the various properties of logic functions and about logic functions that have special
characteristics.

Design and analysis of combinational circuits (2 classes)
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Students learn about design methods and analysis methods for combinational circuits.

Sequential machines and sequential circuits (4 classes)

Students learn about design methods for sequential circuits, and especially regarding the minimization of, and
state allocation for, sequential machines.

Term-end examination (1 class)

Feedback (1 class)
Review, including of the problems on the final examination, etc.

[Course requirements]

None

[Evaluation methods and policy]

Evaluation is performed regarding each element of this course's end goals, namely, the final examination
(approximately 90%) and exercises (approximately 10%). If an understanding is shown of 80% or higher on
the final exam, then the student will pass the course.

[Textbooks]

Naofumi Takagi  Logic circuits Ohm-sha [ISBN:9784274215995

[References, etc.]

Reference books
Zvi Kohavi, Nirg) K. Jha  Switching and Finite Automata Theory, Third Ed. Cambridge University
Press, 2010 1SBN:0521857481, 9780521857482

Related URLs

http://www.lab3.kuis.kyoto-u.ac.jp/~ntakagi/ls.ntml

[Study outside of class (preparation and review)]

Students are to read assigned textbook portions to prepare for each class.
Students are to solve the problem exercises assignhed during each class and to submit each week's problems
before the next class.

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29070 LJ10 U-ENG29 29070 LJ55 U-ENG29 29070 LJ11

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Logical Systems and department | Associate Professor, FUKUDA HIDEMI
English of affiliation
glish)
Number of ,
Target year  Pndyear studentsor abovd o it 2 Year/semesters | 2024/First semester
Days L ecture
and Wed.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

The student will learn the basics of mathematical logic, in particular, associated to propositional calculus,
predicate logic, Boolean algebra, digital circuits and related topics.

[Course objectives]

L earn the basics of mathematical logic, which is the principle of computational science.

[Course schedule and contents]

[Topics|
Mathematical logic, logical algebra, digital circuits

-Class1to 3:

Mathematical logic, propositional calculus, predicate logic
- Class 4 to 10:

Boolean agebra, threshold function and other examples
- Class 11 to 14:

Digital circuits, combinatorial circuits, sequential circuits
- Final examination
- Feedback

[Course requirements]

None

[Evaluation methods and policy]

Defined based only on the final test.

[Textbooks]

Instructed during class

[References, etc.]

Reference books
ISBN:978-4274215995
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, , |SBN:978-
4274217531

[Study outside of class (preparation and review)]

No preparation in advance is required, but the review of previous classes is recommended.

Other information (office hours, etc.)

Prof. Fukuda: ellen at i.kyoto-u.ac.jp

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29071 LJ57 U-ENG29 29071 LJ10

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Analytical Mechanics and department | Senjor Lecturer, UEHARA ERIKA
English of affiliation
glish)
Number of
Target year  Pndyear studentsor abovd o it Year/semesters | 2024/Second semester
Days L ecture
and Wed.2 Class style | (Face-to-face course) Language of insrucion Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,7times,
,8times,
1time,

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39072 LJ72 U-ENG29 39072 LJ10

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Linear Control Theory and department | Associate Professor, KASHIMA KENJI
English) of affiliation
Number of
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/Second semester
Days L ecture
and Wed.3 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

In this course, we will learn the basics of feedback control theory which has wide range of applications such
as drones, automatic driving, systems biology. We will give lectures on analysis of feedback systems,
stability criterion, servo mechanism design, and so on, based on L aplace transform.

[Course objectives]

The goal of this course is to understand the basics on analysis of feedback systems and to acquire frequency-
domain methods for control systems design.

[Course schedule and contents]

Introduction,1time,

L aplace transform,2times,

System modeling and transfer function,2times,
Transient response and stability,3times,

Frequency response,2times,

Stability analysis of feedback systems,2times,
Characteristics of feedback control systems,2times,
Summary,1time,

[Course requirements]

It is recommended, but not required, that students take Introduction to Systems Analysis (90070) and Applied
Mathematics A3 (20700) before taking this course.

[Evaluation methods and policy]

Thefinal gradein this course is based on your scores in reports and the final examination.

[Textbooks]

None.

[References, etc.]

Reference books
T. Sugie and M. Fujita: Introduction to Feedback Control (in Japanese). Corona Publishing, 1999 isbn{ }{
4339033030}
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T. Katayama: Fundamentals of Feedback Control: New edition (in Japanese). Asakura Publisher, 2002 isbn{}
{4254201117}

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39074 LJ10 U-ENG29 39074 LJ55

Graduate School of Informatics
Assistant Professor, TSUTSU HIROKI
Graduate School of Informatics
Assistant Professor,Y AMAGUCHI YOSHIY UKI

Course title Instructor's Graduate School of Informatics
(and course name, job title, | Assistant Professor,YAMAKAWA YUYA
title in Seminar on Applied Mathematics and Physics|and department | Graduate School of Informatics
English) of affiliation Assistant Professor, HARADA KENJI

Graduate School of Informatics
Associate Professor, OBUCHI  TOMQY UK
Graduate School of Informatics
Senior Lecturer MIYAZAKI SHIYUUJ

Target year  [rdyear students or above Cl\rl géri\tt;er o 2 Year/semesters | 2024/Second semester
Days L ecture
and Fri.2 Class style | (Face-to-face course) Language o insrucion Japanese
periods

[Overview and purpose of the course]
It is a seminar-type class, related to various topics related to Applied Mathematics and Physics.

[Course objectives]

Each student will learn an specific topic of his’her choice. During the class, the students will learn not only
the topic itself, but how to present it appropriately.

[Course schedule and contents]

- 15 classesin total including feedback class.

- 6 topics, related to General Mathematics, General Physics, Operations Research and Control Theory, will be
provided.

- Each student will choose one topic only.

[Course requirements]

It will depend on the topic chosen by the student. Please read the information that will be posted on Kulasisin
July.

[Evaluation methods and policy]

- Each student should attend all classes. If, for some reason, he/she cannot attend some classes, he/she should
tell the instructor in advance.

- The grades will be based on the attendance, communication during the class, presentation, and
understanding of the topic.

Continue to 2) v




[Textbooks]
It depends on the topic of choice.

[References, etc.]

Reference books
It depends on the topic of choice.

[Study outside of class (preparation and review)]
Please ask the instructor of your topic.

Other information (office hours, etc.)

In early July, all the topics of this seminar class will be announced. Students should pay attention to
KULASIS and/or to the announce board of the department office. After that, the students should follow the
instructions of this announcement, which includes choosing the topic of interest.

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39079 LJ10 U-ENG29 39079 LJ54

Course title Instructor’s Graduate School of Informatics
(and course name, job title, Professor,Y AMASHITA NOBUO
title in Optimization and department | Graduate School of Informatics
English) of affiliation Associate Professor, HARAGUCHI KAZUYA
Number of
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/Second semester
Days L ecture
and Wed.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

Mathematical programming or optimization is a methodology for modeling areal-world problem as a
mathematical problem with an objective function and constraints, and solving it by some suitable procedure
(algorithm). This course consists of lectures on basic theory and methods in nonlinear optimization and
combinatorial optimization.

[Course objectives]

To understand basic theory and algorithms in continuous optimization and combinatorial optimization.

[Course schedule and contents]

Fundamentals of nonlinear optimization,2times,Basic notions in continuous optimization such as global and
local minima, convex sets and functions, gradients and Hessian matrices of multivariate functions.

Method of unconstrained optimization,2times,Basic unconstrained optimization methods such as steepest
descent method, Newton#039s method, quasi-Newton methods, conjugate gradient method.

Optimality conditions and duality,2times,Optimality conditions for constrained optimization problems, called
Karush-Kuhn-Tucker conditions, as well as the second-order optimality conditions and Lagrangian duality
theory.

Methods of constrained optimization,1time,Basic methods of constrained optimization such as penalty
methods and sequential quadratic programing methods.

Combinatorial optimization,1time, Typical combinatorial optimization problems such as traveling salesman
problem and knapsack problem, and their computational complexity.

Branch-and-bound method and dynamic programming,2times,Basic exact solution strategies for
combinatorial optimization such as branch-and-bound method and dynamic programming.

Approximation algorithms,3times,Approximation algorithms for hard combinatorial optimization problems,
and their theoretical performance guarantees.

Summary and review,1time,Summary and review. Confirmation of achievement level.

[Course requirements]
Linear Programming (90690) recommended.
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[Evaluation methods and policy]
Based on the score of the term examination.

[Textbooks]
Not used

[References, etc.]

Reference books

M. Fukushima, Introduction to Mathematical Programming: New Edition (in Japanese), Asakura Shoten isbn{
1{ 9784254280043} ;

M. Yagiuraand T. Ibaraki, Combinatorial Optimization - Metaheuristic Algorithms (in Japanese), Asakura
Shoten isbn{ }{ 4254275129} .

[Study outside of class (preparation and review)]

Other information (office hours, etc.)
*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39080 LJ10 U-ENG29 39080 LJ55

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Dynamical Systems and department | Professor,Y AGASAKI KAZUY UKI
English of affiliation
glish)
Number of ,
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/First semester
Days L ecture
and Tue.3 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

Dynamical systems represent general mathematical models such as differential equations for time-dependent
phenomena and a mathematical field having originated in the work of the greatest mathematician in 19th
century, Poincare. Dynamical systems theory provides tools to treat nonlinear phenomena such as
bifurcations and chaos, and its application range is very wide since there are numerous time-dependent
phenomenain natural and social sciences. This course provides fundamentals of dynamical systems theory
with a special focus on differential equations.

[Course objectives]

(1) To understand dynamics of differential equations and maps near neighborhoods of equilibria and fixed
points

(2) To understand mechanisms for nonlinear phenomena such as bifurcations and chaos

(3) To master fundamental techniques for dynamical systems

[Course schedule and contents]

Examples of Dynamical Systems, 1 time:

Classica dynamical systems given by differential equations and maps are considered and nonlinear
phenomena occurred in numerical simulations of these systems are reviewed.

Introduction to Dynamical Systems, 5-6 times:

Fundamentals of differential equations are reviewed and elementary concepts such as Poincare maps, stability,
dynamics of linear systems and invariant manifolds are explained.

Local Bifurcations, 4-5 times:

Bifurcations of equilibriaand fixed points, center manifold reductions and normal forms are discussed.
Chaos, 3-4 times:

Horseshoe maps, homoclinic theorem and Melnikov's method are discussed.

Summary and learning achievement evaluation, 1 time:

A summary and supplements of this course are given and the learning achievement of studentsis evaluated.

[Course requirements]
Calculus, Linear Algebraand Differential Equations
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[Evaluation methods and policy]
Evaluation depends mainly on marks of mid-term examinations (20%) and final one (80%).

[Textbooks]
Handouts

[References, etc.]

Reference books

K.T. Alligood, T. Sauer and JA. Yorke Chaos: An Introduction to Dynamical Systems Springer

| SBN:9783642592812

M.W. Hirsch S. Smaleand R.L. Devaney Differential Equations, Dynamical Systems, and an
Introduction to Chaos Elsevier, 2013 1SBN:9780123820105

J. Guckenheimer and P. Holmes  Nonlinear Oscillations, Dynamical Systems, and Bifurcations of Vector
Fields Springer, 1983 1SBN:0387908196

JD. Mess Differential Dynamical Systems SIAM, 2017 1SBN:9780898716351

S. Wiggins Introduction to Applied Nonlinear Dynamica Systems and Chaos Springer, 2003 ISBN:
0387001778

[Study outside of class (preparation and review)]

Prepare and review the lectures and solving the problems given on KULASIS or PANDA to understand the
contents of the textbook and lectures.

Other information (office hours, etc.)
*Please visit KULA SIS to find out about office hours.




Course number U-ENG29 39081 LJ72 U-ENG29 39081 LJ10

Course title Instructor's
(and course name, job title, | |nstitute for Liberal Artsand Sciences
title in Signals and Systems and department | Professor,Hayashi Kazunori
English of affiliation
glish)
Number of _
Target year  Rrdyear studentsor abovd -0 jits Year/semesters | 2024/First semester
Days L ecture
and Thu.l Class style | (Face-to-face course) Language of insrucion Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,2times,
,3times,
,2times,
,2times,
,2times,
,3times,
,Atime,

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39084 SJ11

Course title
(and course

Instructor's
name, job title,

Graduate School of Informatics
Associate Professor,Drazen Brscic
Graduate School of Informatics
Associate Professor, KAWAHARA JUN
Graduate School of Informatics
Assistant Professor,Y ASUDO RYOTA
Academic Center for Computing and Media Studies

title in Computer Science Laboratory and Exercise 3|and department | Assistant Professor, SHIMONISHI KEI
English) of affiliation Graduate School of Informatics
Associate Professor, SUENAGA KOUHEI
Graduate School of Informatics
Assistant Professor, WAGA MASAKI
Graduate School of Informatics
Assistant Professor,| KEBUCHI MIRAI
Target year  [rdyear studentsor ahove Cl\rlgériltbser E8 4 Year/semesters | 2024/First semester
Days ;
and Thu345Fi12349Class style S(Eggﬁro_face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,A15times,
,15times,
,A15times,
,15times,

[Course requirements]

None

[Evaluation methods and policy]

Continue to @1




[Textbooks]

[References, etc.]
Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)
*Please visit KULASIS to find out about office hours.

[Courses delivered by instructors with practical work experience]

(1) Category

(2) Details of instructors  practical work experience related to the course

(3) Details of practical classes delivered based on instructors’  practical work experience




Course number U-ENG29 39086 LJ10 U-ENG29 39086 LJ11

Course title Instructor's

(and course name, job title, | Graduate School of Informatics

title in Logic and Computation and department | Professor,|GARASHI ATSUSHI

English of affiliation
glish)

Number of

Target year  Rrdyear studentsor abovd -0 jits Year/semesters | 2024/Second semester
Days L ecture
and Tue.2 Class style | (Face-to-face course) Language of insrucion Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,Atime,
,6times,
,7times,
,Atime,

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29089 EJ1I0 U-ENG29 29089 EJ55

_ Graduate School of Informatics
Course title Instructor’s Assistant Professor,YAMAKAWA YUYA
(and course ‘H25 name, job title, | Graduate School of Informatics
title in Applied Mathematics and Physics Laboratory |and department | Asgistant Professor,Y AGI SATOSHI
English) of affiliation Graduate School of Informatics
Assistant Professor, OOK| KENTAROU
Target year  [ndyear studentsor above Cl\rlg(;?tbser e 2 Year/semesters | 2024/Second semester
Days Experiment
and Mon.3,4,Tue.34Class style (Fgceto_face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

Applied Mathematics and Physicsis a scientific discipline that gives atheoretical foundation to understand
and explain the behavior of systems and physical phenomena around us, as well as give us means to solve
various problems. This experiment class is a chance to see in action the basic principles of mathematical
modeling behind engineering that have been learned in elementary mathematics and physics courses. In
addition, students will work on developing their programming skills and learn how to produce scientific
reportsin the LaTeX system.

[Course objectives]

Understand basic algorithms and develop skills to implement them in a programming language, as well as
use experimental results to analyze, understand, and conjecture about certain phenomena.
Become familiar on using the LaTeX writing system, and producing scientific reports.

[Course schedule and contents]

Day 1-2 : Class guidance and instructions on writing reports
Guidance on the course of the classes, aswell as using the BY OD class system
General instructions on writing scientific reports
Using gnuplot to produce plots of a set of data, including illustrations using the LaTeX system, etc.
Day 3-6 : Numerical integration
Day 7-10 : Ordinary differential equations
Day 11-14: Numerical linear algebra optimization
Day 15-18: Finding function roots, Continuous
Day 19-22: L east squares method
Day 23-26: Monte Carlo simulation
Day 27-30: Image generation by neural networks (VAE and GAN, etc)

[Course requirements]
Acquired credits for all Basic Subjects offered by the Applied Mathematics and Physics Course.
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[Evaluation methods and policy]

The evaluation will be based on areport for each of the class topics. It is necessary to submit reports for all
topics in order to get credit for the class (note, it is not guaranteed that credit will be earned if all reports are
submitted).

In addition, tardiness, absence from class, and re-submitting a report will incur reduction in the grade.

[Textbooks]

An experiment manual prepared by the instructors will be distributed in class.

[References, etc.]

Reference books
Supplemental materials will be introduced if deemed necessary.

[Study outside of class (preparation and review)]

Pre-class preparation by reading the provided experiment manual, class notes, and other reference materialsis
highly recommended.

Other information (office hours, etc.)

Thisclassisin BYOD (Bring Your Own Device) style, and it is mandatory to bring your own computer for
the class.

In addition, it is necessary to prepare the necessary environment and software for conducting the class:
Prepare to use the LaTeX system to produce reports
Prepare a C/C++ compiler for the experiments
(Under MacOS please install Xcode Command Line Tools or similar software, on Windows cygwin, MS
Visual Studio or similar, and on Linux, try using the c++ and g++ commands to compile)
aswell asabasic text editor.

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29090 SJ55 U-ENG29 29090 SJ10 U-ENG29 29090 SJ57

Graduate School of Informatics
Assistant Professor, TSUTSU HIROKI

Course title Instructor's Graduate School of Informatics
(and course name, job title, Assistant Professor, HARADA KENJI
title in Exercise on Applied Mathematics and Physicsjand department | Graduate School of Informatics
English) of affiliation Assistant Professor,Y AMAGUCHI YOSHIY UK

Graduate School of Informatics
Assistant Professor,YAMAKAWA YUYA

Target year  Pndyear studentsor above Cl\rl lejgi‘tger o 2 Year/semesters | 2024/First semester
Days Seminar
and Tue.3,4 Class style | (Face-to-face course) Language ofinsrucion Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,

[Course requirements]

None
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[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29091 SJ10 U-ENG29 29091 SJ54 U-ENG29 29091 SJ11

_ Graduate School of Informatics
Course title Instructor's Assistant Professor, HARADA KENJI
(and course ‘H30 name, job title, | Graduate School of Informatics
title in Exercise on Programming and department | Assistant Professor, TSUTSU HIROK|
English) of affiliation Graduate School of Informatics
Assistant Professor, YAMAGUCHI Y OSHIY UKI
Target year  [ndyear studentsor above Cl\rlgé?tbser e 2 Year/semesters | 2024/First semester
Days Seminar
and Mon.3,4 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

1
2 4
1
5 9
10 14

15

Continue to H30 (V[




[Course requirements]

BYOD

[Evaluation methods and policy]

[Textbooks]

Not used

[References, etc.]

Reference books
C

2 SB

|SBN:978-4815609795

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39094 LJ10 U-ENG29 39094 LJ57

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Statistical Physics and department | Senior Lecturer, UEHARA ERIKA
English of affiliation

glish)

Number of ,

Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/First semester

Days L ecture

and Thu.2 Class style | (Face-to-face course) Language of mstuction| Japanese

periods

[Overview and purpose of the course]

Probability theory, statistical mechanics, and theory of stochastic processes are explained as methods to
investigate systems with many degrees of freedom. Technics for describing dynamics, and fluctuation in
equilibrium or stationary systems and some topics for nonequiliburium systems are explained.

[Course objectives]

To gain firmly the fundamental skills for understanding various phenomena with the use of probability theory
and stochastic process.

[Course schedule and contents]

Fundamentals of probability and entropy,3times,Continuous and discrete stochastic variables are introduced
and entropy, KL entropy and mutual information are explained.

Fundamentals of statistical mechanics,3times,Fundamentals of thermodynamics are reviewed and statistical
mechanics is formularized with the maximum entropy principle. Applications to ideal gases and spin systems
are explained.

Stochastic processes and random walks,3times, Stochastic processes, especially Markov processes are
explained. As examples, Gauss process, Poisson process, Wiener process and random walks are explained.
Langevin equaitons and Fokker-Planck equations,3times,Brownian motion is introduced as an example of
Langevin equations. Derivation of Fokker-Planck equations from Langevin equations are described and
several applications of both equations are explained.

Some topics for nonequiliburium systems,2times,We explain some topics chosen from entropy production in
relaxation processes from nonequiliburium states to equilibrium states, the linear responce theory, the
fluctuation theory, thermal excitation, diffusion and so on.

[Course requirements]

Fundamentals of calculus and linear algebra

[Evaluation methods and policy]

Based on quizzes and the semester final exam.

Continue to (21 1|




[Textbooks]
None

[References, etc.]

Reference books
To be announced in the lecture

[Study outside of class (preparation and review)]
Reviews through solving the assigned quizzes are expected.

Other information (office hours, etc.)
According to progress of the lecture, some topics may be omitted or added.

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39096 LJ10 U-ENG29 39096 L J55

Course title Instructor’s Graduate School of Informatics
(and course name, job title, | Associate Professor, HONDA JUNY A
title in Stochastic Discrete Event Systems and department | Graduate School of Informatics
English) of affiliation Professor, TANAKA TOSHIY UKI
Number of ,
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/First semester
Days L ecture
%nedr o ds Tue.2 Class style (Face-to-face course) Language ofinstruction Jappanese

[Overview and purpose of the course]

In the analysis of stochastic discrete event systems, the theoretical results on Markov chains are useful
mathematical tools. This course covers the fundamental results of Markov chains and their applications to
ranking/rating methods and to the analysis methods of basic queuing models.

[Course objectives]

This course aims to deepen the understanding of the fundamental results of Markov chains and their
applications.

[Course schedule and contents]

Outline of this course and review of fundamental notions,172times,The contents of this course are outlined.
Furthermore, basic notions, such as random variables, probability distributions and generating function
methods, are explained.

Discrete-time Markov chains,3?4times, The discrete-time Markov chain isintroduced. Topics include the
basic notions of the Markov chain, such asirreducibility, period, and recurrence, as well as the condition for
the existence of its stationary and limiting distributions.

Markov methods for ranking/rating,2  3times,Markov methods for ranking/rating are lectured, focusing on
the group of web pages.

Continuous-time Markov chains,3 4times, The Poisson process and continuous-time Markov chain are
introduced. Furthermore, the properties of a birth-and-death process (a special case of the continuous-time
Markov chain) are explained, together with the derivation of its stationary distribution.

Exponential-type queueing models,2  3times,Exponential-type queueing models (which are reduced to birth-
and-death processes) are lectured, focusing on the derivation of their performance measures, such asthe
stationary queue length distribution and the waiting time distribution.

[Course requirements]

Background knowledge on probability and statisticsis helpful to learn this course but it is not prerequisite.

[Evaluation methods and policy]

Based on the scores of the term examination.

[Textbooks]

Handouts are provided.

Continue to (2)1 11




[References, etc.]

Reference books
P. Bremaud, Markov Chains: Gibbs Fields, Monte Carlo Simulation, and Queues, Springer, 1999. isbr{ }{
9780387985091}
L. Kleinrock, Queueing Systems VVol.1, John Wiley and Sons, 1975. isbn{}{ 9780471491101}

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39098 LJ11

Course title Instructor's
(and course name, job title,
title in Databases and department | Part-time Lecturer, MA KY QU
English) of affiliation
Number of ,
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/First semester
Days L ecture
and Wed.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,1time,

,2times,
,Atimes,
,2times,
,2times,
,3times,
,3times,

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books
2002. isbn{ }{ 9780072465631}

}1{0716781581} .

Raghu Ramakrishnan and Johannes Gehrke-- Database Management Systems, 3rd edition, McGraw-Hill,

Continue to (2)

J.D.Ullman: Principles of Database and Knowledge-base Systems Vol.1,Computer Science Press, 1988 isbn{




Hector Garcia-Molina, Jeffrey D. Ullman, Jennifer Widom: Database Systems: The Complete Book, Pearson;
2nd International, 2008. isbn{}{9780131354289} isbn{}{9780131873254}

C.J. Date: An Introduction to Database Systems, Addison Wesley; 8th edition, 2003. isbn{ } { 0321197844}
Serge Abiteboul, Richard Hull, Victor Vianu: quotFoundations of Databasesquot, Addison Wesley, 1994.
isbn{ }{0201537710}

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.

[Courses delivered by instructors with practical work experience]

(1) Category
A course with practical content delivered by instructors with practical work experience

(2) Details of instructors  practical work experience related to the course

(3) Details of practical classes delivered based on instructors’  practical work experience




Course number U-ENG29 39099 LJ11

Course title Instructor’s Graduate School of Informatics

(and course name, job title, | Professor, Takayuki ITO

title in Software Engineering and department | ngitute for Information Management and Communication|

English) of affiliation Associate Professor ATSUMI NORITOSHI
Number of

Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/Second semester
Days L ecture
and Mon.4 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

Introduction, 1time,

Software Requirements Engineering,2times,
Software Design Techniques,2times,
Software Process, 1time,

Software Quality Management,1time,
Business Model Innovation,1time,

Project Management,1time,

Software Modules,1time,

Softwre Tests, 1time,

Forma Methods,1time,

Software Metrics,1time,

Software Maintenance and Evolution,1time,
Summary and A ssessment,1time,

[Course requirements]

None

[Evaluation methods and policy]

Continue to (VAT




[Textbooks]

[References, etc.]

Reference books
lan Sommerville: quotSoftware Engineering 10th Editionquot, Pearson, 2016. isbn{ }{ 9780133943030}

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39103 LJ11

Course title Instructor's

(and course name, job title, | Academic Center for Computing and Media Studies

title in Operating Systems and department | Professor,SHUDO KAZUY UK

English of affiliation
glish)

Number of _

Target year  Rrdyear studentsor abovd -0 jits Year/semesters | 2024/First semester
Days L ecture
and Tue.3 Class style | (Face-to-face course) Language of insrucion Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,Atime,
,9times,
Atimes,
,Atime,

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29104 LJ10 U-ENG29 29104 LJ11

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Languages and Automata and department | Professor, YAMAMOTO AKIHIRO
English of affiliation
glish)
Number of
Target year  Pndyear studentsor abovd o it 2 Year/semesters | 2024/Second semester
Days L ecture
and Wed.1 Class style | (Face-to-face course) Language of insrucion Japanese
periods

[Overview and purpose of the course]

We start with regular expressions and finite automata, then go to context-free grammars and pushdown
automata. We learn why studying automata theory isimportant in computer science especially design and
analysis of algorithms.

[Course objectives]

[Course schedule and contents]

,Atime,

Finite automata,5times,Description of finite automata, minimization and regular expressions.
Context-free grammars,4times,Push-down automata, context-free grammars and their equivalency.
Turing machines and related issues,3times, Turing machine, its definition and basic properties.
Hierarchy of languages,2times,Summary of language classes. Discussions to check the achievements of
students

[Course requirements]

None

[Evaluation methods and policy]

Will be specified in the lectures.

[Textbooks]

Iwama, Automata, languages and theory of computation, Corona-sha, 2003 isbn{}{433901821X}.

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number

U-ENG29 49108 SJ12 U-ENG29 49108 SJ11 U-ENG29 49108 SJ13

Course title Instructor’s Academic Center for Computing and Media Studies
(and course name, job title, | Professor, NAKAMURA Y UUICHI
title in Information and Business and department | Graduate School of Informatics
English) of affiliation Senior Lecturer, ARISAKA RYUTA
Number of ,
Target year  thyear studentsor abovd o jits 2 Year/semesters | 2024/First semester
Days Seminar
and Fri.3,4 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,1time,
,7times,

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

Continue to




[Study outside of class (preparation and review)]

Other information (office hours, etc.)
*Please visit KULASIS to find out about office hours.

[Courses delivered by instructors with practical work experience]
(1) Category
An omnibus course delivered by invited lecturers and guest speakers from different companies, etc.

(2) Details of instructors  practical work experience related to the course

(3) Details of practical classes delivered based on instructors  practical work experience




Course number U-ENG29 39109 LJ11

Course title Instructor's
(and course name, job title, | Academic Center for Computing and Media Studies
title in Computer Networks and department | Professor, OKABE YASUO
English of affiliation
glish)
Number of ,
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/First semester
Days L ecture
and Tuel Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

lectured. Visions for the future are also presented.

Learn about basic technologies on computer networks, which are the indispensable basis of the ubiquitous
network society. The idea of the Internet, basic concepts of the Internet architecture and the protocols are

[Course objectives]

Students will understand the principles of computer networks and will be able to explain how they work.
Students will be able to create simple programs to communicate over the Internet.

[Course schedule and contents]

Introduction, 1 times,
- Service and protocols
- The reference models

Direct Links, 3 times,

- Principles

- Media Access Control

- Datalink layer technologies

Internetworking, 3 times,

- Datagram and virtual circuit
- Internet Protocol (1P)

- Routing

End-to-End Protocols, 3 times,

- UDP (User Datagram Protocol)

- TCP (Transmission Control Protocol)

- Network Resource Allocation and Congestion Control

Network Security, 1 time,
- Trust and threats
- Cryptography and authentication

Applications, 3 times,
- Application-level protocols

Continue to 2) v




* Electronic mail
* Web (World Wide Web)
- DNS (Domain Name System)

Feedback, 1 time

[Course requirements]

None

[Evaluation methods and policy]

Grading is based on the semester-end exam, and partially on reports and the attendance.

[Textbooks]

Larry Peterson, Bruce Davie  Computer Networks: A Systems Approach, 6th edition Elsevier, 2019
https:.//book.systemsapproach.org/

The textbook is published under the Creative Commons (CC BY 4.0) license, which permits secondary usein

addition to modification, with the main condition that the original author's credit (name, title of work, etc.) be

displayed.

[References, etc.]

Reference books
Norio Shiratori (ed.) Information Network Kyoritsu, 2011  1SBN:9784320123038 (in Japanese)
Katsuo Ikeda(ed.) Computer networks Ohmsha, 2001 1SBN:4274132226 (in Japanese)
Olivier Bonaventure  Computer Networking : Principles, Protocols and Practice, 1st edition Saylor
Foundation, 2011 Free PDF 282 pages at the author's site http://cnp3book.info.ucl.ac.be/1st/html/

[Study outside of class (preparation and review)]

Students are required to take the Kyoto University Information Security e-learning course.
http://www.iimc.kyoto-u.ac.jp/en/services/ismo/e-L earning/

Other information (office hours, etc.)

Questions are welcome at any time via PandA or e-mail.

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39111 LJ11

Course title Instructor's
(and course name, job title, | |nstitute for Liberal Artsand Sciences
title in Information Systems and department | Professor, TAJMA KEISHI
English of affiliation
glish)
Number of
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/Second semester
Days L ecture
and Wed.3 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

Course lectures cover fundamental theory and related techniques for constructing information systems.
Discussions will especialy focus on architecture of Web information systems, techniques for processing
structured documents and semi-structured data used in Web information systems, theories for web
information retrieval systems and other information retrieval systems, and techniques for graph data analysis.

[Course objectives]

The goals of this course are for students to have gained an understanding of architecture of Web information
systems, techniques for processing structured documents and semi-structured data used in Web information
systems, theories for web information retrieval systems and other information retrieval systems, and
techniques for graph data analysis.

[Course schedule and contents]

1. History of information systems. From hypertext to Web services (2 classes)

An overview is provided of the history of developmentsin information systems for supporting the intellectual
work of humans. Specifically, lectures will discuss hypertext (Memex, Dexter model, HyperCard), GUI and
hypermedia (Smalltalk development environment, SMIL), structured documents (SGML, HTML, XML),
stylesheets, as well as architecture of Web information systems (SOAP, REST, Ajax).

2. Structured documents and semi-structured data processing (2 classes)

XML istaken up as an example case of dataformatting that are used for representing structured documents
and semi-structured data. Discussion is made of general -purpose processing techniques for XML data (DOM
and SAX) and echniques for querying and converting them (XPath, XQuery, and XSLT). Differences
between the paradigms of each method are discussed. Also, local tree grammar, regular tree grammar, and
single-type tree grammar are taken up as examples of tree grammar, used to define the schema of tree-
structured data. Differences between the expressive power of each language are explained.

3. Information retrieval: Evaluation measures (2 classes)

Overview explanation is made of the fundamental concepts of information retrieval, and the various measures
used in performance evaluation of information retrieval systems (precision, recall, F-measure, mean
reciprocal rank (MRR), mean average precision (MAP), normalized discounted cumulative gain (nDCG),
average mutual information, correlation coefficient, rank correlation coefficient). The user models that lies
behind these measures will also be explained in overview.

4. Information retrieval: Retrieval models (3 classes)

Continue to 211




Overview explanation is made of the three representative basic information retrieval models, and of their
various successor models (Boolean model, fuzzy set model, extended Boolean model, vector space model,
latent semantic indexing (LSI), latent Dirichlet allocation (LDA), word2vec, probability model, binary
independence model, and query likelihood model).

5. Information retrieval: Other topics (1 class)

Several other concepts related to information retrieval will be overviewed. The topicsinclude: techniques for
guery modification and recommendation, techniques for creation of data set for evaluation of information
systems, and information recommendation techniques such as collaborative filtering.

6. Web analysis (2 classes)
These lectures describe analysis techniques for graph structures of Web data. Taken up especially as
representative analysis methods are PageRank, Topic-Specific PageRank, TrustRank, HITS, SimRank, etc.

7. Network analysis (2 classes)
Fundamental concepts of network analysis are explained. Specifically explained are the concepts of scale-free
properties, small-world properties, cluster properties, and analysis methods including the infection model and
community extraction methods.

8. Feedback (1 class)
Questions about the examination from students are answered.

[Course requirements]

It is not mandatory but desired that students have basic knowledge taught in the following courses:
Introduction to Algorithms and Data Structures, Language and Automata, Graph Theory, Databases, and
Fundamentals of Statistical Modeling.

[Evaluation methods and policy]

Evaluations will be made based on the scores of the final examination, which examine if the students
understand the basics and the theories of technol ogies concerning the construction of Web information
systems, information retrieval systems, graph data analysis, and processing of structured documents and semi-
structured data used in Web information systems.

[Textbooks]

L ecture notes will be used as teaching materials.

[References, etc.]

Reference books
Introduced during class

[Study outside of class (preparation and review)]

Students are to use lecture notes to prepare for and review classes. Exercise problems and homework will be

Continue to ()1}




3)

Other information (office hours, etc.)

Office hours are available with prior confirmation. Please use the following e-mail addresses to schedule an
appointment.

tajimaat i.kyoto-u (the remaining part is omitted)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 19113 LJ11 U-ENG29191131LJ10 U-ENG29 19113 LJ12

Course title Instructor's Graduate School of Informatics
(and course name, job title, | Professor, MINATO SHINICHI
title in Introduction to Computer Science and department | Graduate School of Informatics
English) of affiliation Professor, KAWAHARA TATSUYA

Graduate School of Informatics
Professor,|GARASHI ATSUSHI

Graduate School of Informatics
Professor, Takayuki I TO

Target year  [Ist year studentsor above C'\rlgé?tbser e Year/semesters |o024/First semester
Days L ecture
a;)neolr ode Wed.5 Class style | (Face-to-face course) Languageofinsrucion Japanese

[Overview and purpose of the course]

Introduction to Computer Science.

[Course objectives]

[Course schedule and contents]

Introduction,1time,

Fundamentals of computer science,3-4times,
Computer systems,6-7times,

Informatics and Al,3-4times,

Examination amp review,1time,

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 19114 LJ55 U-ENG29 191141354 U-ENG29 19114 LJ10

Graduate School of Informatics

Course title Instructor's Professor, MORIMOTO JUN
(and course name, job title, | Graduate School of Informatics
title in Introduction to Applied Mathematics and Physics|and department | Associate Professor, TERAMAE JUNNOSUKE
English) of affiliation Graduate School of Informatics
Associate Professor, HONDA JUNY A
Target year (1 year students or above Cl\rlgé?tt;er o 2 Year/semesters | 2024/First semester
Days L ecture
and Tue.2 Class style | (Face-to-face course) Language of insrucion Japanese
periods

[Overview and purpose of the course]

Basic ideas in applied mathematics and physics are introduced via topics on communications and reasoning,
operation researches, and quantum information science.

[Course objectives]

Understanding basic ideas in applied mathematics and physics.

[Course schedule and contents]

Atimes,
Atimes,
Atimes,
reserved,3times,

[Course requirements]

None

[Evaluation methods and policy]

Evaluated by writing homework.

[Textbooks]

None

[References, etc.]

Reference books
None

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 19115 LJ10 U-ENG29 19115 LJ11

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Introduction to Algorithms and Data Structures|and department | Professor, KASHIMA HISASHI
English) of affiliation
Number of
lTarget year  [Ist year studentsor abovd o it 2 Year/semesters | 2024/Second semester
Days L ecture
%nedr o ds Mon.1 Class style | (Face-to-face course) Language ofinsrucion Japanese

[Overview and purpose of the course]

Algorithms and data structures are two fundamental components of computer programs. This course gives
their basic concepts, design principles, techniques, and other important concepts in computer science.

[Course objectives]

The goals of the course isto understand: - mathematical models of computers and concepts of computational
complexity, - basic algorithms and data structures, - design principles of algorithms, such as divide-and-
conguer method and dynamic programming, - classes of hard problems and solutions to them, and - basic
ideas of graph algorithms, approximation algorithms, and online algorithms.

[Course schedule and contents]

Introduction,1time,Overview

algorithms,2.5times,sorting, search, ...

data structures,2.5times,list, stack, queue, binary search, heap, hash, ...

algorithm design,2times,divide-and conquer, dynamic programming, ...

graph algorithms,2times,- Trees and graphs - depth-/breadth-first search - shortest path algorithms -
maximum-flow algorithms

computational complexity,3times,P, NP, NP-complete, NP-hard, ...

advanced topics, 1time,approximation and online algorithms

final exam,1time,

[Course requirements]

None

[Evaluation methods and policy]

Mid-term and final examinations

[Textbooks]

will be specified in the lectures

[References, etc.]

Reference books
will be specified in the lectures

Continue to @211




[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39116 LJ12

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Artificia Intelligence and department | Professor, KANDA TAKAY UKI
English of affiliation

glish)

Number of ,

Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/First semester

Days L ecture

and Wed.3 Class style | (Face-to-face course) Language of mstuction| Japanese

periods

[Overview and purpose of the course]

This lecture introduces basic technologies of artificial intelligence. Topics will be selected from search,
machine learning, and real-world agent.

[Course objectives]

Learning the concept of artificial intelligence and the basic models and agorithms of search, machine
learning, and real-world agent.

[Course schedule and contents]

Introduction,1time,Introducing the history of artificial intelligence researches.

Search,3-4times,| ntroducing breadth-first search, depth-first search, heuristic search, AND/OR-graph search,
adversaria search, constraint satisfaction, etc. Applications of search techniques such as computer chess,
Sudoku, are also introduced.

Machine Learning,7-8times,Introducing decision tree learning, perceptron, SVM, genetic algorithm,
reinforcement learning, deep learning, etc. Applications of machine learning techniques such as data mining
are also introduced.

Real-world agent,3-4times,Introducing Al techniques for quotuncertainquot situation, including basic
perception and robotics, and probabilistic reasoning over time. Applications of Al for robotics are aso
introduced.

Achievement level check,1time,Checking the achievement level

[Course requirements]

None

[Evaluation methods and policy]

By reports and afinal examination.

[Textbooks]

Materials will be distributed.

[References, etc.]

Reference books
S. Russell and P. Norvig, Artificia Intelligence A Modern Approach (3rd.ed.), Prentice Hall, 2010 isbn{}{




9780136042594} .

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.

[Courses delivered by instructors with practical work experience]

(1) Category
A course with practical content delivered by instructors with practical work experience

(2) Details of instructors  practical work experience related to the course

(3) Details of practical classes delivered based on instructors'  practical work experience




Course number U-ENG29 39117 LJ12

Academic Center for Computing and Media Studies
ColEE e Instructor's Professor,Ogata Hiroaki
(and course name, job title, | |nstitute for Liberal Artsand Sciences
title in Human Interface and department | program-Specific Associate Professor FLANAGAN - Brendandofnf
English) of affiliation
Part-time Lecturer, YAMASHITA NAOMI
Target year  [rdyear studentsor ahove Cl\rlg(;?tbser e 2 Year/semesters | 2024/Second semester
Days L ecture
and Wed.4 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

This lecture introduces basic concepts and methods of interaction design. Topics will be selected from user
model, usability analysis, experiment and evaluation, and design process.

[Course objectives]

L earning the concepts and methods of interaction design, including user model, usability analysis, experiment
and evaluation, and design process.

[Course schedule and contents]

Introduction, 1time,Introducing the history and important concepts of interaction design.

Usability analysis,2-3times,Introducing usability analysis and evaluation methods including questionnaire,
interview, heuristic evaluation and cognitive walkthrough. Applications of usability analysisto Web
evauation are also introduced.

Experiments and eval uation,3-4times, I ntroducing various evaluation methods including ethnography and
statistical analysis. Applications of those methods to real problems are discussed.

Design process,1-2times, I ntroducing the process of interaction design. The comparison between interaction
design and software design is explained.

Interfaces,2-3times,Introducing various interfaces that enable several kinds of interactions including social
and emotional ones. Then future interfaces are discussed.

Data gathering and analysis,2-3times,I ntroducing data gathering and analysis methods in the design and
evaluation process of interfaces with several examples.

Achievement level check,1time,Checking the achievement level.

[Course requirements]
None

[Evaluation methods and policy]
By reports and afinal examination.

Continue to 2) v




[Textbooks]

Preece, Sharp, Rogers. Interaction Design. Wiley, 3rd edition, 2011. isbn{ }{ 9780470665763}

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Digital online learning materials will be provided. So please read it before and after lesson.

Other information (office hours, etc.)

Please bring your notebook PC in each lesson.

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 49118 LJ10 U-ENG29 49118 LJ55

Course title
(and course

title in Anaysisin Mathematical Sciences

Instructor's
name, job title,
and department

Granluate School of Advanced Integrated Studiesin Human Sunvivability
Program-Specific Professor,Y OSHIKAWA HITOSHI

English) of affiliation

Target year  {thyear studentsor ahove Cl\rlg(;?tbser e 2 Year/semesters | 2024/First semester
Days L ecture
and Thu.4 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,1time,
,5times,
,3times,
,2times,
,1time,
,1time,
,1time,
,1time,

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]




(2)

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 49119 LJ13 U-ENG29 49119 L J66

Course title Instructor’s Institute for Chemical Research
(and course name, job title, | Professor, AKUTSU TATSUYA
title in Introduction to Computational Systems Bicinformaticsjand department | Graduate School of Informatics
English) of affiliation Professor, KUMADA TAKATSUNE
Number of ,
Target year  thyear studentsor abovd o jits 2 Year/semesters | 2024/First semester
Days L ecture
%nedr o ds Tue4d Class style | (Face-to-face course) Language ofinsrucion Japanese

[Overview and purpose of the course]

This course overviews mathematical models and computational methods in bioinformatics. In particular, this
course explains how such methods as graph theory, machine learning, optimization, and nonlinear differential
equations are applied to analyses of biological sequences and biological systems including neural and brain
systems. This courseis given in Japanese.

[Course objectives]

See Japanese page for details.

[Course schedule and contents]

Neural information processing in brain,1time,
Visual information processing,2times,
Visual attention,2times,

Cognitive function,2times,

Overview of bioinformatics,1time,
Seguence analysis,1time,

Inference of phylogenetic trees,2times,
Hidden Markov models,1time,
Analysis of protein structures,1time,
Scale-free networks, 1time,

Feedback ,1time,

[Course requirements]
Basic knowledge related to biology and brain science will be provided in the course.

[Evaluation methods and policy]
See Japanese page for details.
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[Textbooks]
Not used

[References, etc.]

Reference books
Textbooks or recommended books will be informed in the course as required. The latter part of the course, a
recomennded book is as follows (in Japanese);

(2007) ishn{}{9784320121782}

[Study outside of class (preparation and review)]
See Japanese page for details.

Other information (office hours, etc.)

The oder and contents of the course topics can be changed.

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39122 LJ12 U-ENG29 39122 LJ10

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Pattern Recognition and department | Professor, KAWAHARA TATSUYA
English of affiliation
glish)
Number of
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/Second semester
Days L ecture
and Wed.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

recognition.

This course provides foundations of modeling and systems, which extract useful information for classification
and prediction from real-world data. It covers avariety of machine learning techniques oriented for pattern

[Course objectives]

to master basic approaches and major techniques of machine learning.
to be able to design a system for pattern classification and recognition.

[Course schedule and contents]

1. Introduction to pattern recognition

2. Discriminant function and machine capacity

3. Discriminant function based on Gaussian distribution
4. Clustering and Gaussian mixture model

6. Bayes classification

7. Naive Bayes classifier and logistic regression model

8. Perceptron and Support Vector Machines

9. Neural network

10. Statistical feature extraction

11. Maximum likelihood estimation and regularization

12. Deep learning

13. RNN and Transformer

14. Pattern recognition systems and non-supervised learning
15. Examination and Feedback

5. DP matching and HMM (classification of sequential patterns)

[Course requirements]

None

[Evaluation methods and policy]

The grading is based on the examination following the course, and some exercises provided in the course.
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[Textbooks]

Lecture dlides are provided via PandA CMS.

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Excersize included in lecture slides

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39123 LJ10 U-ENG29 39123 LJ57

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Nonliner Dynamics and department | Professor,AOYAGI TOSHIO
English of affiliation

glish)

Number of _

Target year  Rrdyear studentsor abovd -0 jits Year/semesters | 2024/First semester

Days L ecture

and Fri.3 Class style | (Face-to-face course) Language of insrucion Japanese

periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,Atime,

,3times,
,3times,
,2times,
,2times,
,2times,
,Atime,

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 19124 LJ11

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Introduction to Programming and department | Professor, Takayuki ITO
English) of affiliation
Number of _
Target year  [Ist year sudentsor abovd o jits Year/semesters | 2024/First semester
Days L ecture
apneolr ds Thu.l Class style (Face-to-face course) Language ofinstructiony Jeypanese

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,Atime,
,2times,
,2-3times,
,2-3times,
,2-3times,
,2-3times,
,Atime,

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29125 EJ1I0 U-ENG29 29125 EJ55

_ Graduate School of Informatics
Coursettitle Instructor’s Assistant Professor,Y AMAKAWA YUYA
(and course ‘H26 name, job title, | Graduate School of Informatics
title in Applied Mathematics and Physics Laboratory |and department | Asgistant Professor,Y AGI SATOSHI
English) of affiliation Graduate School of Informatics

Assistant Professor, OOKI KENTAROU
Target year  [nd year students or abovg Cl\rlg(;?tbser e 4 Year/semesters | 2024/Second semester
Days Experiment
and Mon.3,4,Tue.34Class style (Fgceto_face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

Applied Mathematics and Physicsis a scientific discipline that gives atheoretical foundation to understand
and explain the behavior of systems and physical phenomena around us, as well as give us means to solve
various problems. This experiment class is a chance to see in action the basic principles of mathematical
modeling behind engineering that have been learned in elementary mathematics and physics courses. In
addition, students will work on developing their programming skills and learn how to produce scientific
reportsin the LaTeX system.

[Course objectives]

Understand basic algorithms and develop skills to implement them in a programming language, as well as
use experimental results to analyze, understand, and conjecture about certain phenomena.
Become familiar on using the LaTeX writing system, and producing scientific reports.

[Course schedule and contents]

Day 1-2 : Class guidance and instructions on writing reports
Guidance on the course of the classes, aswell as using the BY OD class system
General instructions on writing scientific reports
Using gnuplot to produce plots of a set of data, including illustrations using the LaTeX system, etc.
Day 3-6 : Numerical integration
Day 7-10 : Ordinary differential equations
Day 11-14: Numerical linear algebra optimization
Day 15-18: Finding function roots, Continuous
Day 19-22: L east squares method
Day 23-26: Monte Carlo simulation
Day 27-30: Image generation by neural networks (VAE and GAN, etc)

[Course requirements]
Acquired credits for all Basic Subjects offered by the Applied Mathematics and Physics Course.
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[Evaluation methods and policy]

The evaluation will be based on areport for each of the class topics. It is necessary to submit reports for all
topics in order to get credit for the class (note, it is not guaranteed that credit will be earned if all reports are
submitted).

In addition, tardiness, absence from class, and re-submitting a report will incur reduction in the grade.

[Textbooks]

An experiment manual prepared by the instructors will be distributed in class.

[References, etc.]

Reference books
Supplemental materials will be introduced if deemed necessary.

[Study outside of class (preparation and review)]

Pre-class preparation by reading the provided experiment manual, class notes, and other reference materialsis
highly recommended.

Other information (office hours, etc.)

Thisclassisin BYOD (Bring Your Own Device) style, and it is mandatory to bring your own computer for
the class.

In addition, it is necessary to prepare the necessary environment and software for conducting the class:
Prepare to use the LaTeX system to produce reports
Prepare a C/C++ compiler for the experiments
(Under MacOS please install Xcode Command Line Tools or similar software, on Windows cygwin, MS
Visual Studio or similar, and on Linux, try using the c++ and g++ commands to compile)
aswell asabasic text editor.

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29127 LJ11

Course title Instructor's Academic Center for Computing and Media Studies
(and course name, job title, Professor,IWASHITA TAKESHI
title in Computer organization and department | Academic Center for Computing and Media Studies
English) of affiliation Associate Professor, FUKAZAWA KEIICHIROU
Number of
Target year  Pndyear studentsor abovd o it 2 Year/semesters | 2024/Second semester
Days L ecture
and Wed.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

hierarchy and I/O of computers.

This course presents an overview study of the basic organization of computers and their operation principles,
instructions of computers, computer arithmetic, how to design simple computers, and overview of memory

[Course objectives]

principles.

1. Students will understand and be able to explain basic organization of a computer and its operation

2. Students will understand and be to explain instructions of computers.

3. Students will understand and be able to explain computer arithmetic.

4. Students will understand and be able to explain design methods of simple processors.

5. Students will understand and be able to explain overview of memory hierarchy and 1/0 of computers.

[Course schedule and contents]

Basic computer organization and its operation principles (2 classes)
evaluations.

Instructions of computers (5 classes)
Students learn about instructions of computers.

Computer arithmetic (3 classes)
Students learn about computer arithmetic and floating-point arithmetic.

Design of ssimple processors (3 classes)
Students learn design methods of simple processors.

Overview of memory hierarchy and 1/0 of computers. (1 class)

Term-end examination (1 class)

Feedback (1 class)
Review, including of the problems on the final examination, etc.

Students will learn about basic computer organization and its operation principles, as well as performance

Students learn about an overview of memory hierarchy and I/O of computers.
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[Course requirements]

Having knowledge on logic circuitsis preferable.

[Evaluation methods and policy]

Evaluation is performed regarding each element of this course's end goals, namely, the term-end examination
(approximately 90%) and exercises (approximately 10%). If an understanding is shown of 80% or higher on
the term-end exam, then the student will pass the course.

[Textbooks]

David A. Patterson and John L. Hennessy, Trandated in Japanese by M. Narita Computer Organization
and Design - The Hardware/Software I nterface - 6th ed. No. 1 Nikkel BP 1SBN:97848296070091

[References, etc.]

Reference books
David A. Patterson, John L. Hennessy  Computer Organization and Design, The Hardware/Software
Interface, MIPS Ed. Sixth Ed. Morgan Kaufmann, 2021 I1SBN:9780128201091

Related URLSs

http://www.lab3.kuis.kyoto-u.ac.j p/~ntakagi/co.html

[Study outside of class (preparation and review)]

Students are to read assigned textbook portions to prepare for each class.
Students are to solve the problem exercises assigned during each class and to submit each week's problems
before the next class.

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number

U-ENG29 39128 LJ11

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Implementation of Programming Languages|and department | Associate Professor, SUENAGA KOUHEI
English) of affiliation
Number of ,
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/First semester
Days L ecture
and Mon.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

This class will be given in Japanese. For the detail of the class, see the Japanese version.

[Course objectives]

[Course schedule and contents]

Introduction,1time,
Programming language used in the class,1time,
Interpreters,5times,
Midterm exam,1time,
Backend of compilers,3times,
Lexers and parsers,3times,
Advanced topics,1time,

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]
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[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.

[Courses delivered by instructors with practical work experience]

(1) Category
A course with practical content delivered by instructors with practical work experience

(2) Details of instructors  practical work experience related to the course

(3) Details of practical classes delivered based on instructors  practical work experience




Course number U-ENG29 29129 LJ11 U-ENG29 29129 LJ10

Course title Instructor's

(and course name, job title, | Graduate School of Informatics

title in Information and Coding Theory and department | Professor, TANIGUCHI TADAHIRO|

English) of affiliation

T Number of _

arget year  Pndyear studentsor abovg -0 jits Year/semesters | 2024/First semester
Days L ecture _
apneolr ds Tuel Class style (Face-to-face course) Language ofinstructiony Jeypanese

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]

Instructed during class

[References, etc.]

Reference books
Introduced during class

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29130 LJ11 U-ENG29 29130 LJ72

Course title Instructor's Graduate School of Energy Science
(and course name, job title, Professor,SHIMODA HIROSHI
title in Introduction to Electric and Electronic Circuit Theory |and department | Graduate School of Energy Science
English) of affiliation Associate Professor,WAO KAWAYAMA
Number of ,
Target year  Pndyear studentsor abovd o it 2 Year/semesters | 2024/First semester
Days L ecture
and Wed.1 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

It has long been introducing computers to various situations of our daily lives and these computers can work
based on electric signals. If you look around society, electricity is used in various contexts such as lighting,
air conditioning, motive power and control, and its fundamental principleis electric or electronic circuit. The
purpose of this subject is explanation of basic knowledge of electric and electronic circuit, to understand the
fundamental principles and to get the ability to analyze simple circuits.

[Course objectives]

To understand;
basic way of thinking and principles of electric circuit,
analysis method of simple electric circuits consisting of power supplies and passive components,
principles of active components such as diodes and transistors,
principles of amplifier circuits and oscillation circuits employing active components, and
basic principle of digital electronic circuits.

[Course schedule and contents]

1. Direct current circuit (1.5 times)
Ohm's law
Kirchhoff's law
V oltage source and current source
Thevenin's theorem and Norton's theorem
2. Alternating current circuit (3.5 times)
Sinusoidal alternating current
Inductance and capacitance
Vector display of sinusoidal aternating current
Resonance circuit
Bridge circuit
3. Basics of semiconductor devices (2 times)
Diode
Bipolar transistor
Field effect transistor
4. Analog electronic circuit (4 times)
Basic concept of electronic circuit
Amplification circuit
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Oscillation circuit
Operational amplifier circuit
5. Digital electronic circuit (3 times)
Semiconductor switch element
Semiconductor logic circuit
Digital input/output interface circuit
6. Feedback (1 time)
Q&A

[Course requirements]

To know high school level knowledge of electric circuit, and
To understand ssimple differential and integral calculus.

[Evaluation methods and policy]

The achievement will be evaluated through submission of exercises given in the class (20%), submission of
report assignments (20%) and the result of final examination(60%).

[Textbooks]

Susumu Sugiyama, Katsuhiko Tanaka, Satoshi Konichi  Electric and Electronic Circuit - Analog and
Digital Circuit - (In Japaness)  CORONA PUBLISHING CO.,LTD. 1SBN:9784339045130

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Preparation, review and assignment will be given by each lecturer in the class.

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29131 LJ10

_ Graduate School of Informatics
Coursettitle Instructor’s Assistant Professor,IWAMASA Y UNI
(and course name, job title, | Graduate School of Informatics
title in Mathematics in Practice for Computer Science]and department | Assistant Professor, AKASHI NOZOMI
English) of affiliation Graduate School of Informatics

Assistant Professor,IKEBUCHI MIRAI
Target year  [ndyear studentsor above Cl\rlgé?tbser e 2 Year/semesters | 2024/First semester
Days L ecture
E})nedr o ds Thu.4 Class style | (Face-to-face course) Language ofinsrucion Japanese

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,
,1time,

[Course requirements]

None

[Evaluation methods and policy]
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[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39132 EJ1I0 U-ENG29 39132 EJ72

Course title Instructor's Graduate School of Informatics
(and course name, job title, | Assistant Professor, O0OK| KENTAROU
title in System Analysis Laboratory and department | Graduate School of Informatics
English) of affiliation Assistant Professor,Y AGI SATOSHI
Number of ,
Target year  Rrdyear studentsor abovd o it 4 Year/semesters | 2024/First semester
Days Experiment
and Thu.4,5,Fri.4,5[Class style (Fgceto_face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

Systems engineering consists of three factors. (1) modeling, (2) analysis, and (3) control. Our course aims at
making students have a solid grasp of systems engineering through applications of their knowledge to the two
real systems: Flexible-Link Manipulator and Inverted Pendulum. Students will master control and learning
theoretic methods through computer simulations and pilot experiments. Students will be divided into two
groups in the first guidance class to study all two different systemsin turn.

[Course objectives]

To understand the following theoretical knowledge through the control experiment of the real systems:
-- Physics modeling based on the first principle

-- Parameter identification based on statistical learning and optimization

-- System stabilization and reinforcement learning

Students will learn how to collect and use data according to control purposes and acquire mathematical and
data science solutions to problems that may occur in real systems.

To precisely express one's own understanding of the experiments through presentations and reports.

[Course schedule and contents]

Guidance, one time, Introduction of topics and dividing students into two groups if necessary

Flexible-Link Manipulator, 13 times,

1. A recursive estimation of the frequency transfer function and parameter identification
2. Tracking step signals

3. Data-driven control and optimal control design

*The specialized software MATLAB and SIMULINK are used for the experiment.

Inverted Pendulum, 13 times,

1. Mathematical modeling of inverted pendulum and parameter identification
2. Designing a controller for a ssmulation model using reinforcement learning
3. Stahilizing an inverted pendulum using reinforcement learning

*The specialized softwares Python and SIMULINK are used.

Feedback, three times.
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[Course requirements]

Students are supposed to have knowledge of Introduction to Systems Analysis (90070).

[Evaluation methods and policy]

Class participation and reports are mainly evaluated. Attitude, Creativeness, and Individual work and group
work are also important during the evaluation process.

[Textbooks]

Each instructor will distribute his own text when necessary.

[References, etc.]

Reference books
Doyle, Francic and Tannenbaum  Feedback Control Theory Prentice Hall,(1992 1SBN:0023300116
Ljung System Identification Prentice Hall,1998 1SBN:0136566952
Richard S. Sutton and Andrew G. Barto  Reinforcement Learning, second edition Bradford Books,2018
|SBN:0262039249

Related URLSs

(Students will be informed when necessary)

[Study outside of class (preparation and review)]

Students have to prepare for presentations and reports for each subject.

Other information (office hours, etc.)

It is strongly recommended that third-year students take the courses Linear Control Theory (90720) and
Signals and Systems (90810) and fourth-year students take the course Modern Control Theory (90580).
Under the BY OD policy of Kyoto University, students have to bring their own device to participate in classes.

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39133 LJ11

Course title Instructor's

(and course name, job title, | Academic Center for Computing and Media Studies
title in Computer Architecture and department | Professor, OKABE YASUO

English of affiliation

glish)
Number of ,
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/First semester
Days L ecture
and Mon.1 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

We learn pipelined instruction execution, memory hierarchy and parallel processing mechanism in modern
computers.

[Course objectives]

Understanding the following topics so that you explain them to other people.
1. Instruction Pipeline

2. Memory Hierarchy

3. Parallel Processors

[Course schedule and contents]

Instruction Pipeline (1), 1 time, Overview of pipelining

Instruction Pipeline (2), 1 time, Pipelined data-path and its control mechanism

Instruction Pipeline (3), 1 time, Data hazards, Control (branch) hazards and exceptions

Instruction Pipeline (4), 1 time, Instruction-level parallelism

Instruction Pipeline (5), 1 time, Real Stuff: Intel Corei7 6700 and ARM Cortex-A53, Instruction-Level
Parallelism and Matrix Multiply

Memory Hierarchy (1), 1 time, Memory technology, Basics of Cache

Memory Hierarchy (2), 1 time, Dependable Memory Hierarchy, Virtual Machines

Memory Hierarchy (3), 1 time, Virtual Memory, a Common Framework for Memory Hierarchy, Cache
Coherence

Memory Hierarchy (4), 1time, RAID, Real Stuff: ARM Cortex-A8 and Intel Corei7 Memory Hierarchies,
Cache Blocking and Matrix Multiply

Parallel Processors (1), 1 time, Overview, SIMD extension, Vector processors

Parallel Processors (2), 1 time, Multithreading, Shared Memory Multiprocessors

Parallel Processors (3), 1 time, GPU, Domain Specific Architectures

Parallel Processors (4), 1 time, Clusters, Multiprocessor Network Topologies

Parallel Processors (5), 1 time, Multiple Processors and Matrix Multiply

End-of-term Exam, 1 time,

Feedback, 1 time
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[Course requirements]

Though not a mandatory prerequisite, you are expected to having received the credit of "Computer
Organization” for 2nd-year students.

[Evaluation methods and policy]

Y our achievements in end-of-term exam and per-class exercises are evaluated with respect to the "Course
Goals'.

[Textbooks]

David A. Patterson, John L. Hennessy, Trandated in Japanese by M. Narita Computer Organization and
Design - The Hardware/Software Interface - 6th ed. No. 2 Nikkel BP, 2021 |SBN:978-4-296-07010-7
David A. Patterson, John L. Hennessy, Trandated in Japanese by M. Narita Computer Organization and
Design - The Hardware/Software Interface - 6th ed. No. 1 Nikkel BP, 2021 |SBN:978-4-296-07009-1
https://bookplus.nikkei.com/atcl/catal og/21/S70090/

If you already have the previous edition of the textbooks (5th edition) or the original one (English version)
listed in the reference, you do not have to prepare the 6th edition. The differences between the 5th and 6th
editions will be supplemented in class.

[References, etc.]

Reference books
The book "Computer Configuration and Design MIPS Editoin 6th Edition Up" was used as a textbook in the
previous year's "Computer Configuration.  Computer Organization and Design MIPS Edition The Hardware/
Software Interface 6th Edition Morgan Kaufmann, 2020 1SBN:9780128201091 https://www.elsevier.
com/books/computer-organi zation-and-desi gn-mi ps-edition/patterson/978-0-12-820109- 1
John L. Hennessy, David A. Patterson  Computer Architecture A Quantitative Approach 6th Edition
Elsevier, 2017 1SBN:9780128119051 https://shop.el sevier.com/books/computer-architecture/hennessy/
978-0-12-811905-1

[Study outside of class (preparation and review)]

Through the work on the exercise, review what you learned in each class.

Other information (office hours, etc.)

Questions through PandA or emails are welcome at any time.

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39136 LJ10

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Foundations of Statistical Modeling and department | Professor, KASHIMA HISASHI
English of affiliation

glish)

Number of ,

Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/First semester

Days L ecture

and Wed.4 Class style | (Face-to-face course) Language of mstuction| Japanese

periods

[Overview and purpose of the course]

This course gives foundations of statistical data modeling methods to capture the uncertainty in target
systems and to estimate the probability of future events for prediction and control.

[Course objectives]

The goal of this courseisto learn how to choose and apply appropriate processing and modeling approaches
to analyze various types of data.

[Course schedule and contents]

Basic ideas,1time,Basic ideas of statistical dataanalysis

,Atime,

Regression models,1time,Linear regression model and estimation methods

Model estimation,2times,Model estimation frameworks including maximum likelihood estimation
Model selection,2times,Model selection frameworks including information criterion

Models for categorical data,2times,Predictive models for categorical dataincluding logistic regression
Correlation and causation,2times,Difference between correlation and causation. Methods for estimating
causality.

Bayesian estimation,2times,Statistical inference methods based on Bayesian statistics

Models for various data types,2times,Models for various data types including time series and texts

[Course requirements]
Basic knowledge of probability and statistics

[Evaluation methods and policy]
Mid-term and final examinations

[Textbooks]
None
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[References, etc.]

Reference books
They will be given in the lectures

Related URLs

(The course website will be given in the lectures)

[Study outside of class (preparation and review)]

Exercises on real data analysis.

Other information (office hours, etc.)

Office hours are available upon request. An appointment is needed by sending an email to kashima@i.kyoto-
u.ac.jp

*Please visit KULASIS to find out about office hours.

[Courses delivered by instructors with practical work experience]

(1) Category
A course with practical content delivered by instructors with practical work experience

(2) Details of instructors  practical work experience related to the course

(3) Details of practical classes delivered based on instructors  practical work experience




Course number U-ENG29 29138 SJ11

Graduate School of Informatics
Associate Professor,Drazen Brscic

Course title Instructor's Graduate School of Informatics

(and course name, job title, | Senior Lecturer, TAKEUCHI KOH
title in Computer Science Laboratory and Exercise 1|and department | Graduate School of Informatics
English) of affiliation Senior Lecturer, ARISAKA RYUTA

Graduate School of Informatics
Assistant Professor,DING, Shiyao

Target year  Pndyear studentsor above Cl\rl lejgi‘tger o 2 Year/semesters | 2024/First semester
Days Seminar
and Wed.3,4 Class style | (Face-to-face course) Language ofinsrucion Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

,1time,
,1time,
,1time,
,5times,
,5times,
,1time,
,1time,

[Course requirements]

None

[Evaluation methods and policy]

[Textbooks]

Continue to @1




(2)

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.

[Courses delivered by instructors with practical work experience]

(1) Category

(2) Details of instructors  practical work experience related to the course

(3) Details of practical classes delivered based on instructors  practical work experience




Course number U-ENG29 39140 LJ12

Graduate School of Informatics
Course title Instructor's Professor, KAWAHARA TATSUYA
(and course name, job title, | Academic Center for Computing and Media Studies
title in Mutimedia Processing and department | Professor, NAKAMURA Y UUICHI
English) of affiliation Academic Center for Computing and Media Studies
Professor, MORI SHINSUKE
Target year  [rdyear studentsor ahove Cl\rlgé?tbser e 2 Year/semesters | 2024/Second semester
Days L ecture
and Wed.1 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

This course provides an overview of technologies to handle, analyze, recognize and generate a variety of
information media or pattern data such asimage, speech and text.

[Course objectives]

to master basic methods to deal with image, speech and text, and also processing of their analysis, recognition
and synthesis.

[Course schedule and contents]

Speech processing (Kawahara)

1. Information in speech and music
2. Speech analysis

3. Speech recognition and synthesis
4. Spoken dialogue systems

Natural language processing (Mori)

5. Natural language analysis

6. Language model and Kana-Kanji conversion
7. Machine trandation and Question Answering

Image Processing (Nakamura)

8. Composition and handling of image media

9. Color and perception

10. Signal Processing and Filtering (1): Basics of Filtering
11. Signal processing and filtering (2): feature extraction
12. Projection and reflection models and computer graphics
13. 3-D Perception and Computer Vision

14. Image recognition and neural networks

15. Examination and Feedback

Continue to (21 11




[Course requirements]

None

[Evaluation methods and policy]

Based on the examination following the course

[Textbooks]

Lecture dlides are provided via PandA CMS.

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Exercisesincluded in lecture slides.

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39141 SJ11

Course title Instructor's Academic Center for Computing and Media Studies
(and course name, job title, Professor, OKABE YASUO
title in Practice in Information Security and department | Acedemic Center for Computing and Media Studies
English) of affiliation Assistant Professor,Kotani Daisuke
Number of R
Target year  {rdyear studentsor abovg i 1 Year/semesters po24/intensive, First semester
Days . Seminar _
and Intensive  [Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

IDS (Intrusion Detection System), which detects attempts of unauthorized access, creates an enormous
number of alarms, and it is difficult to analyze them manually. In this class, students learn the mechanism and
role of IDS, and classify norma communication and attacks from IDS alarms by machine learning.

[Course objectives]

Students understand the role of IDS in network security.

Students understand the mechanism of signature-based IDS, and can explain advantages and disadvatages of
the IDS. Students understand the mechanism of intrusion detection by machine learning, and can explain
advantages and disadvantages of machine learning approach.

[Course schedule and contents]

Guidance,2times,Guidance on how this classis operated, and how to use computing facility for this class.
Basic knowledge on the role of IDS in network security and how machine learning can help the intrusion
detection.

Intrusion Detection by Signature-Based IDS,5times,Learn the mechanism of intrusion detection by signature-
based IDS by studying open source signature-based IDS and attacks, such as correspondence between alarms
issued from IDS and communications, and adding signatures to detect attacks.

Intrusion Detection by Machine Learning, 7times,L earn the method of classifying normal and malicious
traffic by machine learning algorithms and public dataset for benchmarking intrusion detection performance.
Presentation, 1time,Based on the exercise, students presents their methods of intrusion detection using
machine learning, and discuss it with other students and instructors.

[Course requirements]

Students should be able to have basic knowledge of Linux operations (editing files, etc). Students should be
able to write simple programs by Python.

[Evaluation methods and policy]

The achievement of the tasks and the content of the presentations within the class.

Continue to () 11




[Textbooks]
Hand out materialsin class.

[References, etc.]

Reference books
Introduced during class

Related URLs
https.//www.seccap.jp/basic/(This class is designated as an exercise course in the Basic SecCap program.)

[Study outside of class (preparation and review)]
Students should be able to have basic knowledge of Linux operations and Python.

Other information (office hours, etc.)

It is assumed that students will bring their own laptop computers. If you cannot bring your own, please
contact the instructor in charge in advance.

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 39142 LJ10 U-ENG29 39142 L.J72 U-ENG29 39142 LJ55

Course title Instructor’s Graduate School of Informatics
(and course name, job title, | Associate Professor, OBUCHI  TOMOQY UK
title in Mathematical theory of information and communicationsjand department | Graduate School of Informatics
English) of affiliation Associate Professor, HONDA JUNY A
T Number of
arget year  Brdyear studentsor abovg -0 jits 2 Year/semesters | 2024/Second semester
Days L ecture
Et)nedr o ds Tue3 Class style | (Face-to-face course) Language ofinsrucion Japanese

[Overview and purpose of the course]

L ectures discuss information theory, a basic theory related to storing and transmission of information. While
referring to contents of the course“ Information and Coding Theory,” lectures take up topics such as
entropy of continuous-valued random variables, Gaussian communication channels, rate-distortion theory,
universal coding, etc. More advanced topics are also introduced, including network information theory and
more.

[Course objectives]

Our goal isto gain an understanding that enabl es appropriate responses to questions and issues regarding
examples introduced during lectures, topics set for written reports, etc.

[Course schedule and contents]

Introduction (1 class)
Confirmation of basic concepts, including information entropy, mutual information, source coding, channel
coding, etc.

Information theory of continuous-valued random variables (3 classes)

When considering wireless communications and measurements, atheory is needed for random variables
which take continuous values. The argument will proceed by introducing differential entropy for continuous
random variables, and by taking up concrete examples from Gaussian communication channels, with
discussion of the information transmission capabilities of such channels.

Rate-distortion theory (4 classes)

Toleration of a certain extent of information degradation enables more efficient data compression than when
no degradation is permitted. L ectures focus on rate-distortion theory, the theory underpinning information
compression with degradation toleration.

Mid-term review of learning achievement (1 class)
In order to check the level of students' |earning achievement, we will ask them to write some reports and give
them feedback through questions and explanations about the reports.

Information theory and statistics (4 classes)
Type theory isintroduced so as to discuss universal information compression, large-deviations theory,
hypothesis testing, and other applications.

Continue to (21 11




Network information theory (1 class)

Thanks to the devel opment and spread of information and communications technol ogies, one-to-one
information exchanges have been superseded by many-to-many information exchanges. Thereisagrowing
need, then, for discussions regarding these changes. Lectures will focus on fundamental network information
theory, necessary for proceeding with such discussions.

Final review of learning achievement (1 class)
In order to check the level of students' |earning achievement, we will ask them to solve problems/questions
etc., related to the course, and further advice will be provided.

[Course requirements]

Prerequisites are knowledge of basic probability theory, and knowledge regarding the course “  Information
and Coding Theory.” Knowledge of statistics and Markov chainsis also desirable.

[Evaluation methods and policy]

Grading is performed both on the basis of reports submitted when necessary during the term and the final
exam.

[Textbooks]

T. M. Cover and J. A. Thomas Elements of Information Theory, 2nd ed. Wiley-Interscience 1SBN:
9780471241959 The e-book version can be accessed from within the university. A Japanese trandlation is
also available from Kyoritsu Shuppan Publishing Co.

[References, etc.]

Reference books
Other materials will be introduced in class as necessary.

[Study outside of class (preparation and review)]

Since a prerequisite of this classisthe course " Information and Coding Theory," an appropriate review of
that course's contents is recommended prior to attendance. Assigned pages in the course textbook should be
read before each lecture. A good way to review each classisto do the problems at the end of assigned
chapters.

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 29143 SJ54 U-ENG29 29143 SJ11  U-ENG29 29143 SJ10

_ Graduate School of Informatics
Course title Instructor's Assistant Professor, HARADA KENJI
(and course ‘H31 name, job title, | Graduate School of Informatics
title in Exercise on Programming and department | Assistant Professor, TSUTSU HIROK|
English) of affiliation Graduate School of Informatics
Assistant Professor,Y AMAGUCHI Y OSHIY UKI
Target year  [ndyear studentsor above Cl\rlgé?tbser e 4 Year/semesters | 2024/First semester
Days Seminar
and Mon.3,4 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

1
2 4
1
5 9
10 14

15
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[Course requirements]

BYOD

[Evaluation methods and policy]

[Textbooks]

Not used

[References, etc.]

Reference books
C

2 SB

|SBN:978-4815609795

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 19144 LJ10

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Introduction to Optimization and department | Professor,Y AMASHITA NOBUO
English of affiliation
glish)
Number of
lTarget year  [Ist year studentsor abovd o it 2 Year/semesters | 2024/Second semester
Days L ecture
and Thu.4 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

Continue to )1 11




[Course requirements]

[Evaluation methods and policy]

[Textbooks]

| SBN:9784254280043

[References, etc.]

Reference books
Introduced during class

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number

U-ENG29 39145 LJ57 U-ENG29 39145 LJ10

Course title
(and course

Instructor's
name, job title,

Graduate School of Informatics

title in Fluid Dynamics and department | Professor, TAGUCHI Satoshi
English) of affiliation
Number of
Target year  Rrdyear studentsor abovd o it 2 Year/semesters | 2024/Second semester
Days L ecture
and Tue.2 Class style | (Face-to-face course) Language of mstuction| Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

1

Continue to (21 11




10

11

12

13

14

<< >>

15

[Course requirements]

Continue to ()




[Textbooks]

Not used

[References, etc.]

Reference books
Introduced during class

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 49991 GJ12 U-ENG29 49991 GJ11 U-ENG29 49991 GJ10

Course title Instructor's
(and course name, job title, | Academic Center for Computing and Media Studies
title in Graduation Thesis 1 and department | Professor, NAKAMURA Y UUICHI
English of affiliation
glish)
Number of -
Target year  pthyear studentsor abovg srEdfie Year/semesters [po24/intensive, First semester
Days . Seminar _
and Intensive  [Class style | (Face-to-face course) Language of insrucion Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

[Course requirements]

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 49991 GJ12 U-ENG29 49991 GJ11 U-ENG29 49991 GJ10

Course title Instructor's
(and course name, job title, | Academic Center for Computing and Media Studies
title in Graduation Thesis 1 and department | Professor, NAKAMURA Y UUICHI
English of affiliation

glish)

Number of 2024/ ntensive, Second

Target year  pthyear studentsor abovg srEdfie Year/semesters [-=t 1

Days . Seminar _

and Intensive  [Class style | (Face-to-face course) Language of insrucion Japanese

periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

[Course requirements]

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 49991 GJ12 U-ENG29 49991 GJ11 U-ENG29 49991 GJ10

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Graduation Thesis 1 and department | Professor, MORIMOTO JUN
English) of affiliation
Number of -
Target year  pthyear studentsor abovg srEdfie Year/semesters [po24/intensive, First semester
Days . Seminar _
and Intensive  [Class style | (Face-to-face course) Language of insrucion Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

[Course requirements]

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 49991 GJ12 U-ENG29 49991 GJ11 U-ENG29 49991 GJ10

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Graduation Thesis 1 and department | Professor, MORIMOTO JUN
English) of affiliation
Number of 2024/ ntensive, Second
Target year  pthyear studentsor abovg srEdfie Year/semesters [-=t 1
Days . Seminar _
and Intensive  [Class style | (Face-to-face course) Language of insrucion Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

[Course requirements]

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 49992 GJ1I0 U-ENG29 49992 GJ12 U-ENG29 49992 GJ11

Course title Instructor's
(and course name, job title, | Academic Center for Computing and Media Studies
title in Graduation Thesis 2 and department | Professor, NAKAMURA Y UUICHI
English of affiliation
glish)
Number of -
Target year  pthyear studentsor abovg srEdfie Year/semesters [po24/intensive, First semester
Days . Seminar _
and Intensive  [Class style | (Face-to-face course) Language of insrucion Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

[Course requirements]

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 49992 GJ1I0 U-ENG29 49992 GJ12 U-ENG29 49992 GJ11

Course title Instructor's
(and course name, job title, | Academic Center for Computing and Media Studies
title in Graduation Thesis 2 and department | Professor, NAKAMURA Y UUICHI
English of affiliation

glish)

Number of 2024/ ntensive, Second

Target year  pthyear studentsor abovg srEdfie Year/semesters [-=t 1

Days . Seminar _

and Intensive  [Class style | (Face-to-face course) Language of insrucion Japanese

periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

[Course requirements]

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 49992 GJ1I0 U-ENG29 49992 GJ12 U-ENG29 49992 GJ11

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Graduation Thesis 2 and department | Professor, MORIMOTO JUN
English) of affiliation
Number of -
Target year  pthyear studentsor abovg srEdfie Year/semesters [po24/intensive, First semester
Days . Seminar _
and Intensive  [Class style | (Face-to-face course) Language of insrucion Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

[Course requirements]

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




Course number U-ENG29 49992 GJ1I0 U-ENG29 49992 GJ12 U-ENG29 49992 GJ11

Course title Instructor's
(and course name, job title, | Graduate School of Informatics
title in Graduation Thesis 2 and department | Professor, MORIMOTO JUN
English) of affiliation
Number of 2024/ ntensive, Second
Target year  pthyear studentsor abovg srEdfie Year/semesters [-=t 1
Days . Seminar _
and Intensive  [Class style | (Face-to-face course) Language of insrucion Japanese
periods

[Overview and purpose of the course]

[Course objectives]

[Course schedule and contents]

[Course requirements]

[Evaluation methods and policy]

[Textbooks]

[References, etc.]

Reference books

[Study outside of class (preparation and review)]

Other information (office hours, etc.)

*Please visit KULASIS to find out about office hours.




